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Abstract
As deep learning (DL) inference has been widely adopted for
building user-facing applications in many domains, it is in-
creasingly important for DL inference servers to achieve high
throughput while preserving bounded latency. DL inference
requests can be immediately served if the corresponding
model is already in the GPU memory. Otherwise, it needs
to load the model from host to GPU, adding a significant de-
lay to inference. This paper proposes DeepPlan to minimize
inference latency while provisioning DL models from host
to GPU in server environments. First, we take advantage of
the direct-host-access facility provided by commodity
GPUs, allowing access to particular layers of models in the
host memory directly from GPU without loading. Second,
we parallelize model transmission across multiple GPUs to
reduce the time for loading models from host to GPU. We
show that a single inference can achieve a 1.94× speedup
compared with the state-of-the-art pipelining approach for
BERT-Base. When deploying multiple BERT, RoBERTa, and
GPT-2 instances on a DL inference serving system, DeepPlan
shows a significant performance improvement compared to
the pipelining technique and stable 99% tail latency.

CCS Concepts: • Computer systems organization; • Soft-
ware and its engineering→ Software system structures;
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1 Introduction
Due to the increasing demand to utilize deep neural networks
(DNNs) in many user-facing applications, it is becoming in-
creasingly important to provide deep learning (DL) inference
with low latency [8, 13, 17, 27]. To serve incoming inference
requests within the strict latency constraints (e.g., service
level objectives), a straightforward approach is to cache mod-
els in the GPU memory, as depicted in Figure 1a. However,
the downside of this approach is that inference servers need
to be over-provisioned for the peak load, increasing the op-
eration cost of servers. A promising way to reduce the cost
of GPU servers is to allow the number of models to extend
beyond the GPU memory limit [20], leading to fewer GPU
servers. Once GPU memory becomes insufficient to add a
new model, we can reclaim the GPU memory space occu-
pied by an inactive model and load the active model. If an
inference request arrives at a model not ready in the GPU
memory, it starts loading the corresponding model to GPU
on-demand [34, 37] (Figure 1b). The remaining challenge is
to minimize the (cold-start) time for loading DL models to
GPU memory, which significantly delays inference. For in-
stance, loading a BERT-Base model takes 40ms if the model
is available in host memory, while a single inference on the
model cached in the GPU memory is complete within 9.35ms
for NVIDIA V100.

A recent inspiring study presented populatingmodel trans-
mission per layer granularity [6], enabling inference to start
before the entire model is loaded, as shown in Figure 1c. This
approach hides the time for loading layers by overlapping
it with the computation. Since DNN models comprise a se-
quence of layers, we can separate the inference computation
layer-by-layer. Once the first layer is loaded, the inference
starts immediately. While performing the inference on the
first layer, it loads the next layer simultaneously. However, to
make such pipelining technique effective, it is required that
the computation time must be sufficiently longer than the
loading time. Otherwise, the computation cannot proceed
until the corresponding layer is completely loaded, called
pipeline stall. Since recent DNN models such as BERT and
GPT have large layers that take a substantial loading time, it
is challenging to fully overlap such layer loading time with
the computation.
In this study, we explore three techniques to minimize

the performance impact of loading models: executing layers
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Figure 1. Previous model provisioning approaches (a, b, and c) and our approaches (d and e)

without loading, parallelizing model transmission with mul-
tiple GPUs, and automatically combining the two methods.
First, we take advantage of the direct-host-access facil-
ity that allows GPU to perform the computation on layers
residing in the host memory without loading layers to the
local GPU memory. For example, in NVIDIA GPUs, memory
allocated by cudaHostAlloc can be directly accessible from
GPU through PCIe [33]. This is similar to traditional direct
memory access (DMA). The direct-host-access facility has
not been widely used because the computation capability
can be limited by the narrow PCIe bandwidth. Interestingly,
however, we observe that in particular layers, such as em-
bedding layers of NLP and convolutional layers used in vi-
sion, direct-host-access shows faster execution time than
load-then-execute, which loads layers to the GPU and then
executes the layer computation.

This paper shows a novel use of direct-host-access to min-
imize DL inference latency while provisioning DL models
from host to GPU. Figure 1d depicts our proposal at a high
level. A straightforward approach is to replace the load-then-
execute with direct-host-access by layer-by-layer perfor-
mance comparison. However, such a simple approach does
not take into account the pipelining effect, leading to sub-
optimal performance. To this end, we introduce an algorithm
that adaptively selects the execution method. We prevent
direct-host-access to be applied for the layers whose stall
time can be hidden by pipelining. This is because direct-host-
access cannot be faster than load-then-execution where its
load time can be hidden by pipelining.
Second, we parallelize the model loading by leveraging

PCIe bandwidth to multiple GPUs. Figure 1e presents how
the latency of loading the latter part of a model can be hid-
den in two GPUs. After partitioning models to the number
of GPUs, each partition is transferred simultaneously to a
GPU through individual PCIe lanes. We call this parallel-
transmission. Like the pipeline scheme, we immediately
start inferences once the first layer of the first partition is
loaded. In this setting, there are two possible approaches for
executing inferences. First, we can support inferences for
distributed execution across GPUs. Although this approach
is simple, it pays the cost of GPU-to-GPU communication
while inferencing. Second, we can merge partitions into a sin-
gle GPU to avoid distributed execution. While executing on
the first partition, the remaining partitions are forwarded to

the GPU, where the first partition is loaded. As modern multi-
GPU servers support the additional high-speed interconnect
(e.g., NVLink) across GPUs [23, 24], the transmission from
host to GPU and the forwarding step between GPUs can also
work in a pipelined manner. Due to this reason, we take the
second approach in this study. In addition, we incorporate
the direct-host-access facility into the first partition because
the parallel transmission cannot reduce the stall time for the
first partition.
The last piece of this study is to automate the decision

on layer loading and execution. Since the number of lay-
ers in recent DNN models is steadily increasing, it poses
a challenge for ML practitioners to decide whether to use
direct-host-access by traversing all the layers manually. Also,
the parallel-transmission scheme requires users to partition
models by understanding the underlying hardware facilities
such as PCIe and NVLink topology. To tackle this problem,
we introduce a tool called DeepPlan, which automatically
generates an inference execution plan for a given model,
minimizing the inference latency to the model that is not
cached in the GPU memory. We first conduct a performance
profiling step for a given model when executing with the
local GPU memory and host memory. Second, we determine
the executionmethod for each layer by comparing the perfor-
mance difference from direct-host-access with the stall time
from the pipeline approach. Third, if we have multiple GPUs,
we partition the model evenly to the number of GPUs by
understanding the server hardware organization. Then, we
override the execution method for all the partitions except
for the first. Last, we coordinate to overlap the execution
of direct-host-access with the transmission of layers to the
GPU memory. Note that this procedure is a one-time process
before deploying a model to a new kind of GPU server and
is not required while inferencing.

We evaluate our proposed schemes on anAWS p3.8xlarge
instance. This instance has four NVIDIA V100 GPUs with
NVLink. With the guided execution from DeepPlan, we can
significantly reduce the inference latency when the model is
not pre-loaded into the GPU memory. It improves a sin-
gle inference request for BERT-Base by 1.94× compared
with the state-of-the-art scheme PipeSwitch [6]. The other
models, including ResNet, RoBERTa, and GPT-2, also show
a speedup of around 1.18~2.21× with DeepPlan. In server
environments with realistic workloads [30] that run three
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hours, DeepPlan reduces 99% tail latency significantly. Con-
sequently, the goodput performance achieves around 99%
while PipeSwitch shows 88%.

The rest of the paper is organized as follows. Section 2
presents the background of serving DNN models and the
approaches this paper takes. Section 3 introduces the per-
formance characteristics of model execution andmodel trans-
mission. Section 4 describes the proposed design of DeepPlan,
and Section 5 evaluates DeepPlan on a multi-GPU server
with various DNN models. Section 6 discusses the prior stud-
ies, and Section 7 concludes the paper.

2 Background and Motivation
In this section, we provide background on the out-of-memory
problem in provisioning a large number of models on com-
modity GPUs and how modern DL inference servers deal
with the limited GPU memory. Then, we revisit serving DL
models with direct host memory access and parallel trans-
mission with multi-GPUs to accelerate model provisioning.

2.1 DL Model Serving
With the wide adoption of deep learning on interactive on-
line applications, DL inference servers play an important
role in the quality of user experiences and hardware resource
efficiency [8, 10, 13, 14, 29, 32]. As a result, the primary re-
quirement of the inference servers is to satisfy the target
latency while maximizing the system throughput. We de-
scribe three prior approaches in servingmodels. First, a naive
approach is to keep models in the GPU memory always, as
shown in Figure 1a. Once a DL inference request arrives at
the system, it can be immediately served with low latency.
In this setting, we can judiciously increase the number of
models to share a single GPU with spatial sharing. For exam-
ple, the NVIDIA Triton inference server provides the facility
to deploy multiple models on a single GPU to increase the
concurrency. At the peak load, such spatial sharing can fully
utilize the hardware resource by executing multiple models
in parallel. However, this approach results in the underuti-
lization of GPUs on average and low load [13, 29].
Second, to achieve high resource efficiency, we can take

the time-sharing technique on GPUs by multiplexing a large
number of models as on-demand. Figure 1b presents an in-
ference execution after loading the corresponding model to
the GPU memory from host. Such a time-sharing approach
can increase the model consolidation ratio by swapping in-
active models out to the host memory and swapping the
active requested models in the GPU memory. However, such
on-demand model provisioning can impose an additional la-
tency to inference due to loading a model to GPU via narrow
PCIe bandwidth. This is called cold-start. Such consider-
able loading time is a major contributor to increasing the tail
latency of inference.
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Figure 2. Decomposition of inference latency spent by
pipelining [6]

Lastly, to remedy the performance overhead of loading
models, Bai et al. introduced a pipelining technique to accel-
erate inference while provisioning models. Figure 1c shows
the pipeline model transmission per layer granularity [6].
The inference computation does not need to wait until the
whole set of layers is loaded into the GPU memory. Instead,
it can start the computation as early as possible when the
first layer becomes ready in the GPU. While performing the
computation for the first layer, it loads the second layer si-
multaneously, hiding the load latency. However, it is required
that the computation time is sufficiently longer than the load-
ing time. Otherwise, the computation cannot proceed due to
dependency.
To investigate the efficiency of the pipelining approach,

we measure the inference execution time while loading the
model to GPU. Figure 2 decomposes the inference latency
into the GPU execution time and stall time for batch size 1.
Even with the pipelining technique, inference performance
is limited by the pipeline stalls. The inference execution
is frequently stalled across all the models. For BERT and
RoBERTa models, the stall time accounts for 73~75% because
of large embedding layers. ResNet and GPT show less stall
than BERT, but they still occupy around 27~37%.

2.2 Direct Host Memory Access from GPUs
To minimize the effect of the loading time when dealing with
an inference request, we take a different approach to directly
accessing the layers that resided in host memory without
loading to the GPU memory, called direct-host-access.
Commodity GPUs provide a facility for directly accessing
the host memory (e.g., cudaHostAlloc). It is analogous to
direct-memory-access (DMA) between the main memory
and peripheral devices of the system.

Figure 3 shows the comparison between the explicit copy
with cudaMemcpy and zero-copy with cudaHostAlloc. Al-
though the explicit copy can utilize the abundant local mem-
ory bandwidth, the direct-host-access operation opens up
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new opportunities to serve layers (or models) on GPUs. First,
it enables GPUs to serve models that reside in the host mem-
ory, not the GPU memory. Second, we can load only par-
ticular layers that show significant performance benefits
on the GPU. Note that existing DL frameworks, such as
TensorFlow [5], PyTorch [26], and TVM [7], and prior stud-
ies [6, 8, 13] do not leverage the direct-host-access facility.

2.3 Parallel Model Transmission with Multi-GPUs
As a single server supports multiple GPUs, it opens up a new
opportunity to parallelize the model transmission across
GPUs. Figure 4 presents distributing a partitioned DL model
across two GPUs. While loading the first partition of the
model to GPU-0, we can transmit the second partition to
GPU-1 simultaneously ( 1 of Figure 4). In this regard, we can
support inferences for distributed execution (i.e., model par-
allelism) with the cost of GPU-to-GPU communication. How-
ever, this can pose additional latency even for in-memory
executions and performance interference across GPUs.

Instead, we can merge the divided partitions into the GPU
that has the first partition. Since modern GPUs support a
high-speed interconnect such as NVLink for accelerating
GPU-to-GPU communication [23], we can accelerate trans-
ferring the second partition to that GPU ( 2 of Figure 4).
Although the NVLink facility is widely used for multi-GPU
DL training, we can repurpose the existing hardware feature
for provisioning DL models. This study focuses on the latter
approach merging partitions.

3 Performance Analysis for Model
Execution and Provisioning Methods

This section analyzes the performance impacts of the (1)
direct-host-access facility in executing layers and the (2)
parallel-transmission scheme in loading models. Our ex-
periments run on an NVIDIA V100 GPU connected through
PCIe 3.0. The host CPU is Intel Xeon Gold 6230R. We use
PyTorch v1.9 with popular DNN models.

Memory
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Host memory
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Figure 4.Model provisioning with two GPUs

3.1 Load-then-execute vs. Direct-host-access
There is a trade-off between the load-then-execute and
direct-host-access approaches. Although the time for
loading layers can account for a significant portion of the
total inference time in load-then-execute, GPUs can accel-
erate the remaining computation with the local memory
accesses. By contrast, the direct-host-access facility does not
pay the cost of loading layers, but it slows down the inference
execution due to host memory accesses through the PCIe
interconnect. Figure 5 presents the measured execution time
for embedding, convolutional, and fully connected lay-
ers by load-then-execute and direct-host-access, respectively.
We select the layers from BERT-Base [9] and ResNet-50 [18]
models. The input for each layer is identical to batch size 1.
For direct-host-access, wemodified PyTorch to use cudaHost-
Alloc instead of loading the layers with cudaMemcpy.

Embedding layer:We first observe that direct-host-access
can be an alternative to load-then-execute in embedding
layers. Figure 5a exhibits that direct-host-access shows bet-
ter performance than load-then-execute in two embedding
layers from BERT-Base. When the size of embedding layers
is pretty large (e.g., 89.4MB out of 417MB in BERT-Base),
it contributes a significant portion (hatched) to the model
loading time. Since a single inference request incurs only
a small number of sparse memory accesses for the embed-
ding layers, applying the load-then-execute scheme to the
large embedding layers is not a cost-effective way. Instead,
we advocate leaving such large embedding layers on the
host memory. Although it increases the execution time for
taking the embeddings, a considerable loading time can be
eliminated, leading to the total latency improvement.

Convolutional layer: Figure 5b shows three different sizes
of convolutional layers used in ResNet-50. For small- and
medium-size layers, the performance difference between the
two approaches is negligible. In such a case, we propose
to use direct-host-access. It allows us to save the loading
time and then utilize the time to load subsequent layers of
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Figure 5. Layer performance comparison (In load-then-execute, the lower hatched part indicates the loading time and the
upper part presents the execution time.)

models in advance. However, as the size of the convolutional
layer increases, the performance gap is widening. In direct-
host-access, the memory access through PCIe becomes a
performance bottleneck. Thus, we need to decide whether
to use either direct-host-access or load-then-execute by un-
derstanding the performance benefits. CNN models place
the small convolutional layers in the front of models, and
the size of convolutional layers is steadily increasing toward
the back of models. We can handle the front convolutional
layers of the model with direct-host-access while loading
large convolutional layers simultaneously. Then, we can hide
the time of loading large convolutional layers.

Fully-connected layer: Figure 5c presents the performance
of fully connected (FC) layers with load-then-execute and
direct-host-access. For both small and large sizes, load-then-
execute outperforms direct-host-access. Unlike the convolu-
tional layers, even the small layer exhibits a large amount
of memory access. Therefore, direct-host-access for fully
connected layers can affect the execution time negatively.
Specifically, the self-attention of BERT-Base computes the
key, value, and query for each token of an input sequence. As
a result, the FC layers are iteratively reused for completing
all the sequences. Due to this memory reuse characteristic,
load-then-execute can amortize the cost of loading the lay-
ers while direct-host-access pays the memory access cost
through PCIe every time it accesses. Note that data accessed
through direct-host-access is not copied to the GPU memory.
We can conclude that load-then-execute is much faster than
direct-host-access due to the dense and reuse memory access
characteristics.

Other layers:Although Figure 5 does not include the perfor-
mance results for batch normalization (BatchNorm) and layer
normalization (LayerNorm), these layers are also frequently
used in CNN and Transformermodels. For BatchNorm, direct-
host-access shows better performance than load-then-execute.
However, for LayerNorm, the opposite is shown.

Figure 5 Load Direct-host-access

(a) Embedding Medium (1.50MB) 24,580 18,267
Large (89.42MB) 1,465,112 18,459

(b) Convolutional Medium (2.25MB) 36,869 65,891
Large (9.0MB) 147,465 273,487

(c) Fully Small (2.25MB) 36,920 446,276
connected Large (9.01MB) 147,660 1,765,787

Table 1. Comparison for the number of PCIe events: load
vs. direct-host-access

Changes in the Number of PCIe Accesses: To further
understand the performance difference between load-then-
execute and direct-host-access, we measure the number of
PCIe accesses between the two execution methods. We uti-
lize the hardware performance counters (PCIeRdCur) for
profiling layers used in Figure 5. To accurately profile the
events, we insert the measurement code in libTorch with the
PCM library1. Table 1 compares the number of PCIe accesses
when loading the layer and using direct-host-access.

When loading a layer, the number of PCIe accesses is
proportional to the size of the layer. Since the payload size
in transferring through PCIe is 64B (cache-line size), the
number of PCIe accesses is that the layer size is divided by
64B. For embedding layers, the direct-host-access scheme can
significantly reduce the number of PCIe accesses compared
with loading the entire layer because all the embeddings
are not used in the inference phase. On the other hand, in
the convolutional and fully-connected layers, we observe a
different behavior, as depicted in Figure 5. The direct-host-
access scheme shows more PCIe accesses than loading the
layer. This is expected because the convolutional and linear
layers reuse the tensor in the host memory to compute the
output. In such layers, the load-then-execute scheme can
amortize the cost of loading the entire parameters of layers.

1https://github.com/opcm/pcm
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Figure 6 Average PCIe bandwidth (GB/s)

Serial (1) Parallel-pipeline (2) Parallel-pipeline (4)

ResNet-50 9.10 9.13 7.01
BERT-Base 10.87 10.67 5.89
RoBERTa-Large 10.94 10.75 6.01
GPT-2 Medium 11.52 11.32 5.96

Table 2. Average PCIe bandwidth when using serial and
parallel transmissions

3.2 Model Transmission: Serial vs. Parallel
Beyond single GPUs, we evaluate the effectiveness of par-
allel model transmission through the individual PCIe lanes
attached to each GPU. Figure 6 presents the completion time
loading each model from host memory to a target GPU. We
divide models into two partitions evenly in terms of size.
First, the serial approach transfers the models directly from
the host to one GPU in the server. Second, in the case of
parallel, we transfer two partitions of a model to each
GPU in parallel. Then, we forward the second partition to
the target GPU through NVLink indirectly. This parallel
scheme reduces the transfer time by around 30~45% com-
pared to serial. Third, we add the pipeline feature to the
parallel mode, called parallel-pipeline. Once the first
layer of the second partition is loaded, it is immediately trans-
ferred to the target GPU. This further reduces the time for
model transmission by almost half in transformer models.
For ResNet, it reduces the loading time by about 40%.
When using four GPUs, the parallel approach shows a

small performance benefit for the transformer models. Ta-
ble 2 shows the average PCIe bandwidth across GPUs. Our
machine is with PCIe 3.0, providing up to 15.75GB/s theoreti-
cally. With four GPUs, the bandwidth reduces almost by half.
This degradation comes from the PCIe contention by GPUs
attached to the same PCIe switch [36]. In modern multi-GPU
servers, there are eight GPUs, and every two GPUs share the
same PCIe switch [16]. In other words, even with two GPUs,
the performance improvement depends on which two GPUs
are used for parallelization. When parallelizing the model
transmission, we need to understand such PCIe topology.
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In ResNet-50, we observe that the PCIe is not effectively
utilized due to the transmission of a large number of small
layers. The PCIe contention with four GPUs is less severe
than other transformer models.

4 DeepPlan
Based on the performance characterization in the previous
section, we introduce our two designs to reduce the pipeline
stall with direct-host-access on particular layers of models
and parallel model transmission with multiple GPUs. These
two approaches accelerate inference while provisioningmod-
els from host to GPU memory. Last, we propose a tool, called
DeepPlan, which automatically generates an inference exe-
cution plan for server environments by incorporating the
two techniques.

4.1 Leveraging Direct-Host-Access
Our approach is to take advantage of the direct-host-access
(DHA) facility to replace the load-then-execute part of the
pipeline scheme. We can apply direct-host-access to the lay-
ers that exhibit better performance than load-then-execute
through the layer-by-layer performance comparison. The
direct-host-access facility brings two advantages. Figure 7
and 8 show the two cases of how direct-host-access can
effectively reduce the stall time. First, as depicted in Fig-
ure 7, the pipeline execution for 𝐿1 is stalled due to the de-
pendency. On the other hand, we can avoid the stall time
by changing the execution of 𝐿1 with direct-host-access
(hatched box). In addition, we can start loading the fol-
lowing layer 𝐿2 (dotted box). We define the performance
difference between direct-host-access and in-memory ex-
ecutions as 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓𝐿𝑛 = 𝐸𝑥𝑒 (𝐷𝐻𝐴)𝐿𝑛 − 𝐸𝑥𝑒 (𝐼𝑛𝑀𝑒𝑚)𝐿𝑛 .
If 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓𝐿𝑛 > 0, we represent the performance gain as
𝐺𝑎𝑖𝑛𝐿𝑛 = 𝑆𝑡𝑎𝑙𝑙𝐿𝑛 − 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓𝐿𝑛 . In this example, direct-host-
access for 𝐿1 is shorter than that of load-then-execute. It
means there is a performance gain (𝐺𝑎𝑖𝑛𝐿1 > 0). Such a
performance characteristic can be observed in embedding
layers of transformer models and convolutional layers of
vision models (see Section 3.1).
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Figure 8. Stall reduction of loading 𝐿𝑛 execution with
direct-host-access

Second, we apply direct-host-access to the layers that can
reduce the pipeline stalls of the following layers. Figure 8
illustrates that the pipeline execution does not entirely hide
the loading time of 𝐿𝑛 . However, we have the opportunity to
reduce the stall time of 𝐿𝑛 by changing the execution method
for previous layers (𝐿𝑛−1, 𝐿𝑛−2, ... ). Once we execute 𝐿𝑛−1
with direct-host-access (hatched box), the loading time of
𝐿𝑛−1 disappears. Even though direct-host-access can increase
the execution time of a given layer, it can advance the load-
ing of the following layers early by eliminating the loading
time itself. Then, we can use the saved time to start loading
𝐿𝑛 (dotted box) early, leading to the stall time reduction.
The amount of performance gain (𝐺𝑎𝑖𝑛𝐿𝑛 ) is the eliminated
loading time of 𝐿𝑛−1.
However, since changing the execution of 𝐿𝑛−1 to direct-

host-access cannot eliminate the stall time of 𝐿𝑛 , we can
additionally utilize 𝐿𝑛−2 to reduce the remaining stall time
further. Once a previous layer cannot eliminate the stall time
of a given layer, we attempt to leverage another previous
layer until the stall time can be eliminated or there are no
previous layers. When selecting a previous layer, we choose
the layer that shows the smallest 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓 first among the
earlier layers. For example, instead of 𝐿𝑛−1, we can utilize the
𝐿𝑛−2 layer if 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓𝐿𝑛−2 < 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓𝐿𝑛−1 . The rationale be-
hind is that the smaller the performance difference between
the two execution methods, the more the stall time of sub-
sequent layers is reduced while minimizing the negative
performance impact on the target previous layer.

4.2 Leveraging Parallel Model Transmission
To further reduce the stall time of loading models, we par-
allelize the model transmission by using multiple GPUs
in the same server. Figure 9 depicts the advantage of our
parallel-transmission scheme with two GPUs. Note that
our approach is not limited to two GPUs. For the paralleliza-
tion, we take advantage of the map-reduce concept. In the
map phase, we divide a given model into the number of GPUs
participating in the parallel transmission. Each partition is
copied to the corresponding GPU through individual PCIe
lanes in parallel. While transferring the first partition from 𝐿2
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Figure 9. Cooperative parallel-transmission with
direct-host-access to accelerate model provisioning

to 𝐿4 to GPU-0, the second partition from 𝐿5 to 𝐿7 is loaded to
GPU-1 simultaneously. This example shows that 𝐿1 is chosen
for direct-host-access.
Suppose the GPU that holds the first partition is the pri-

mary GPU, and the others are secondary GPUs. Then, in
the reduce phase, each secondary GPU forwards its own
partition to the primary GPU through NVLink. In that exam-
ple, the layers (𝐿5 to 𝐿7) on GPU-1 are migrated to GPU-0.
As NVLink provides an additional path and high-speed in-
terconnects to PCIe, we can overlap the reduce phase with
the transmission for the first partition. While copying 𝐿3
from host to GPU-0 through PCIe, it transfers 𝐿5 from GPU-
1 to GPU-0 through NVLink. It can effectively eliminate the
stall time, as shown in Figure 9. To support the parallel-
transmission scheme, we reserve a small amount of memory
for storing layers temporarily on each GPU.

In the case of the first partition, the parallel-transmission
does not reduce the stall time at all. Instead, we still have
an opportunity to utilize our direct-host-access approach to
the first partition to reduce the pipeline stalls. These two
techniques can complement each other.

Meanwhile, as discussed in Section 3.2, GPUs attached to
the same PCIe switch do not show the performance benefit
for parallel-transmission due to the PCIe bandwidth con-
tention from the host. Thus, it is required to utilize GPUs
attached to the different PCIe switches. Also, the parallel-
transmission scheme can incur performance interference to
secondary GPUs serving other models. Fortunately, how-
ever, we do not see that the interference becomes severe
(Section 5).

4.3 Generating Execution Plans Automatically
To apply direct-host-access to layers of models, it is required
for ML practitioners to profile the performance of models
per layer granularity and then extract the inference exe-
cution plan by understanding the performance benefit of
direct-host-access for each layer. Also, the number of GPUs
participating in the parallel-transmission depends on the un-
derlying hardware where the models are served. As modern
DNN models and GPU servers are becoming diverse and
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Figure 10. DeepPlan: system support for generating model execution plans

complex, we introduce a tool that automatically generates
the inference execution plan for a given server environment.
This section presents the design of our proposed tool,

called DeepPlan. Figure 10 shows the overall process of how
it works. DeepPlan takes a pre-trained DL model as an in-
put. Note that it does not require any intervention from ML
practitioners. 1 For a given model, it profiles the runtime
performance of individual layers. From a pre-run, we can
measure the execution time for two methods, DHA and in-
memory, and the loading time for each layer. 2 The profiled
information will be given to our layer execution planner as
inputs, and it identifies which layer has the pipeline stall
and attempts to reduce the stall with direct-host-access. This
is an iterative process until all the layers are examined. In
this example, layer 1 (𝐿1) and 4 (𝐿4) are selected for direct-
host-access. 3 If the server has multiple GPUs, it applies
the parallel-transmission scheme across the GPUs by under-
standing the PCIe interconnect. In this example, it overrides
the execution method for 𝐿4 to be loaded to the other GPU.
Note that we do not statically assign the GPU. This is an
example to help readers understand. 4 Once DeepPlan gen-
erates the inference execution plan, it is ready to be deployed
into the serving systems. Since 𝐿1 is executed with direct-
host-access, we start loading 𝐿2 on GPU-0 to reduce the stall
time. At the same time, 𝐿4 is loaded to GPU-1 and then for-
warded to GPU-0 in the pipelined manner. Consequently, our
proposed techniques can accelerate the inference execution
upon a cold-start.

4.3.1 Performance Profiling of Individual Layers. For
a given model, the first step is to collect the performance
statistics from load-then-execute and direct-host-access by
performing inferences on an actual system where the model
will be deployed. Although we can have an analytic model
to avoid the profiling step for each model, such a pre-run is
practical and provides a robust decision for diverse server
environments. Note that this procedure is a one-time process
before deploying a model. From this pre-run, we construct
the performance table, including the pipeline stall for each

layer, depicted in Figure 10. These are fed into our plan
generator. We discuss the performance overhead of profiling
in Section 5.2.

Algorithm 1 Generating a layer execution plan
1: for each layer 𝑖 in 1, ..., 𝑛 do
2: if 𝑆𝑡𝑎𝑙𝑙𝐿𝑖 > 0 then
3: # Step 1: Make a list of candidate layers by sorting from

4: # 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓 in ascending order
5: 𝑠𝑜𝑟𝑡𝑒𝑑𝐿𝑎𝑦𝑒𝑟𝑠 ← 𝑆𝑜𝑟𝑡𝐵𝑦𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓 (𝐿1 to 𝐿𝑖 )
6: for each sorted layer 𝑗 in 1, ..., 𝑖 do
7: # Step 2: Check whether 𝐿𝑗 can contribute to reducing

8: # stall of 𝐿𝑖
9: if 𝑆𝑡𝑎𝑙𝑙𝐿𝑖 < 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓𝐿𝑗

then 𝑏𝑟𝑒𝑎𝑘

10: # Step 3: Change for 𝐿𝑗 to use direct-host-access and

11: # update the stall time of 𝐿𝑖
12: 𝐶ℎ𝑎𝑛𝑔𝑒𝑇𝑜𝐷𝑖𝑟𝑒𝑐𝑡𝐻𝑜𝑠𝑡𝐴𝑐𝑐𝑒𝑠𝑠(𝐿𝑗 )
13: 𝑆𝑡𝑎𝑙𝑙𝐿𝑖 ← (𝑆𝑡𝑎𝑙𝑙𝐿𝑖 − 𝐿𝑜𝑎𝑑𝐿𝑗

− 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓𝐿𝑗
)

14: # Step 4: Update pipeline execution when the stall time

15: # is eliminated
16: if 𝑆𝑡𝑎𝑙𝑙𝐿𝑖 ≤ 0 then
17: 𝑈𝑝𝑑𝑎𝑡𝑒𝑃𝑖𝑝𝑒𝑙𝑖𝑛𝑒𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛𝐹𝑟𝑜𝑚(𝐿𝑗 )
18: 𝑏𝑟𝑒𝑎𝑘

4.3.2 Layer Execution Planning. Given a profiled layer-
wise performance information, Algorithm 1 describes how
our planner decides whether individual layers need to be
loaded to the GPUmemory or can be kept in the hostmemory
for direct-host-access. The goal is to reduce the stall time
for each layer. In Step 1, we find candidate layers that are
placed before the given layer 𝐿𝑖 , and direct-host-access is
not applied yet. To visit the most effective layer to reduce
the stall, the selected layers from 𝐿1 to 𝐿𝑖 are sorted by the
performance difference between the two execution methods
in ascending order. Again, the smaller the difference, the
more the stall time can be reduced. While traversing the
sorted layers (line 6), we attempt to minimize the stall
time of 𝐿𝑖 . In Step 2, we determine whether the previous
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layer 𝐿 𝑗 can contribute to reducing the stall time. If 𝑆𝑡𝑎𝑙𝑙𝐿𝑖
is larger than the performance difference 𝐸𝑥𝑒 (𝐷𝐻𝐴)𝐿𝑗

−
𝐸𝑥𝑒 (𝐼𝑛𝑀𝑒𝑚)𝐿𝑗

, it indicates that we can reduce the stall by
changing the execution type for 𝐿 𝑗 to direct-host-access. It
allows us to start loading layer 𝐿𝑖 in advance. Otherwise,
we cannot reduce the stall of 𝐿𝑖 so that we move on to the
next layer 𝐿𝑖+1 (break at line 9). Since the previous layers
are sorted by 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓 , we do not need to check the next
sorted layer 𝐿 𝑗+1. In Step 3, we record the changed decision
for 𝐿 𝑗 and update the stall time to reflect the performance
gain by omitting the load time 𝐿𝑜𝑎𝑑𝐿𝑗

and by the changed
execution time with direct-host-access 𝑃𝑒𝑟 𝑓 𝐷𝑖 𝑓 𝑓𝐿𝑗

. In Step
4, we check whether the stall time is eliminated. If so, we
profile the performance of the new execution plan to get the
correct stall time for the subsequent layers and move on to
the next layer 𝐿𝑖+1. Otherwise, we go to Step 2 to reduce the
remaining stall of 𝐿𝑖 by the next sorted layer 𝐿 𝑗+1.

4.3.3 Model Transmission Planning. In this stage, we
equally partition a given model into the number of GPUs
participating in the parallel-transmission. To select the GPUs,
we need to understand how GPUs are laid out in the PCIe
switches of the server to avoid bandwidth contention while
loading in parallel. Next, we check whether the selected
GPUs are connected through NVLink. If not, we do not en-
able the parallel-transmission. Although we could support
the inference execution across GPUs, this option has not
been considered due to the performance interference to other
inference requests.
Once we decide to apply this parallel-transmission, we

change the execution method for layers belonging to the
second and later partitions to be loaded. While planning,
we do not designate the GPUs for parallel-transmission.
The number of secondary GPUs depends on the number
of PCIe switches. In a p3.8xlarge instance, there are two
PCIe switches, and each of them serves two GPUs. DeepPlan
guides us to use up to two GPUs out of four for the parallel-
transmission at once.

4.3.4 Model Execution Coordination. Once the infer-
ence execution plan is made, the last step is coordinating the
layer load and execution timing. This is a relatively simple
task. Our execution engine is an extension of PyTorch v1.9.
We use two separate GPU streams to load layers while ex-
ecuting layers with direct-host-access simultaneously. The
load stream copies selected layers sequentially according
to the plan. If the execution plan is enabled with parallel-
transmission, we create an additional migration stream on
each secondary GPU for migrating the partitions to the pri-
mary GPU. To optimize data transfers from the host to GPU,
we allocate the pinned memory for the layers. For layers exe-
cuted by direct-host-access, we add a new memory allocator
in PyTorch that allocates memory through cudaHostAlloc.

Due to the dependency between the load and computation
for layers, the execution stream needs to check whether the

corresponding layer is completely loaded. To simplify the
synchronization, the load stream andmigration stream insert
a CUDA event through cudaEventRecord() after transmit-
ting each layer. Then, the execution stream simply identi-
fies the event status through cudaStreamWaitEvent(). Note
that if the layer is executed by direct-host-access, we can
skip the dependency check process.

5 Evaluation
5.1 Experimental Setup
We implement the layer profiler and execution planner as a
standalone Python tool. The execution engine provides five
execution options: Baseline (non-pipeline), PipeSwitch [6],
and our three designs of DeepPlan, direct-host-access (DHA)
parallel transmission (PT), and integration of the two (PT+DHA).
To evaluate DL inference performance, we use a p3.8xlarge
instance in AWS which has four NVIDIA V100 (16GB) GPUs
with NVSwitch. The server instance has a Xeon E5-2686 v4
CPU with 32 virtual CPUs and 244GB of memory. We use Py-
Torch v1.9, CUDA 11.3, and a set of representative pre-trained
DNN models: ResNet-50 and ResNet-101 from TorchVi-
sion [1] and BERT-Base, BERT-Large, RoBERTa-Base, RoBER-
Ta-Large, GPT-2, and GPT-2 Medium fromTransformers [35].
We use a synthetic dataset for all the benchmark inputs.
ResNet uses 224×224 RGB images. The sequence length for
BERT and RoBERTa models is 384 while GPT-2 is 1,204. Our
artifact is available at https://github.com/csl-ajou/DeepPlan.

5.2 Inference Performance
In this section, we evaluate the performance of a single infer-
ence request when models are not loaded in GPU memory.
Then, we assess the performance impact of DeepPlan in serv-
ing scenarios where GPU memory is not sufficient to serve
a number of models.

Single inference with batch size 1. The inference requests
upon the model not resided in the GPU memory are signif-
icantly delayed due to the time spent on loading layers of
models from the host to the GPU memory. We first evaluate
the inference latency for a single batch. Figure 11 exhibits
the relative speedup of our three designs of DeepPlan and
the state-of-the-art pipeline execution called PipeSwitch [6]
normalized to Baseline, which loads the model from the
host memory to the GPU memory and then executes the in-
ference when handling a single inference request. We report
the inference latency averaged on 100 runs with error bars.

1 Single GPU: DeepPlan (DHA) outperforms PipeSwitch
across all the models we evaluate. For ResNet-50 and 101,
the speedup improvement is 1.01~1.03× over PipeSwitch.
Since the pipelining approach reduces the stall time effec-
tively for the image classification models, the performance
improvement is not significant. Table 3a shows part of the
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Figure 11. Performance comparison of DeepPlan and previous studies (batch size: 1)

Layer #: Name

63: BN 64: ReLU 65: Conv 66: BN 67: ReLU 68: Conv 69: BN

Initial approach X X X X X O X

DeepPlan (DHA) X X O X X O X

(a) ResNet-101: layers of a middle part

Layer #: Name

0: Emb 1: Emb 2: LN 3: FC 4: FC

X X O O O

X O O O O

(b) GPT-2: front first 5 layers

Table 3. Part of generated execution plans (O: load, X: direct-host-access) [Conv: Convolutional, BN: BatchNorm, Emb:
Embedding, LN: LayerNorm, FC: Full connected]

execution plans for DeepPlan (DHA). According to the layer-
by-layer performance comparison (the Initial-approach
row), direct-host-access for the 65th convolutional layer
shows better performance than load-then-execute so that
DeepPlan initially decides not to load the layer on GPU. How-
ever, by considering the pipeline effect, it makes a different
decision. This is because the loading time of the convolu-
tional layer can be hidden by the computation of precedent
layers.

For transformer models, the speedup is around 1.10~1.43×
compared to PipeSwitch. DeepPlan (DHA) accelerates the
execution for embedding layers with direct-host-access as
shown in Table 3b. While executing the embedding layers
without loading, it can simultaneously load fully connected
layers behind the embeddings. Therefore, it can reduce the
stall time of loading fully connected layers. In GPT-2 with
a larger sequence length, the pipelining technique can ef-
fectively reduce the stalls because the computation time is
relatively longer than BERT and RoBERTa models.

2 DualGPUs:To evaluate the parallel-transmission scheme,
DeepPlan (PT), we use two GPUs in the server. First, our PT
shows better performance than PipeSwitch for all the mod-
els. For ResNet-50, BERT, and RoBERTa, PT presents a more
reduced execution time than DHA. It improves the inference
latency by 1.09~1.44× compared to DHA. With PT, we observe
that the stalls incurred in the latter part of the models are
eliminated. On the other hand, both parallel-transmission
(PT) and direct-host-access (DHA) show a similar improve-
ment for ResNet-101. In GPT-2 models, the performance

PipeSwitch (1) PT+DHA (1) PT+DHA (2)

ResNet-50 12.03 8.93 11.97
ResNet-101 19.85 17.71 21.19
BERT-Base 40.51 20.88 30.45
BERT-Large 122.37 70.56 108.16
RoBERTa-Base 45.86 20.83 34.48
RoBERTa-Large 129.58 70.26 107.87
GPT-2 48.41 33.38 35.98
GPT-2 Medium 134.10 101.83 112.71

Table 4. Increased inference execution time (milliseconds)
from parallel-transmission

improvement is not shown. PT loads all the layers rather
than leaving certain layers in the host. Thus, it cannot re-
duce the stall time for embedding, convolutional, and layer
normalization layers in the first partition.
Second, we can further decrease the inference execution

time across all the models by integrating direct-host-access
on top of parallel transmission (PT+DHA). The individual tech-
niques complement each other to reduce the stall time.While
direct-host-access reduces the stall time for the first partition,
parallel-transmission hides the loading time of the remain-
ing partitions. For RoBERTa-Base, it improves the inference
latency by 2.21× compared to PipeSwitch. Also, BERT-Base
and BERT-Large models present a 1.94× and 1.74× speedup,
respectively.

Interference from parallel-transmission. If two GPUs
perform the parallel-transmission (PT) simultaneously, they
can interfere with each other. Table 4 presents the perfor-
mance interference effects on the two GPUs. The numbers
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Figure 12. Throughput improvement with batching 1 to 8

in parentheses indicate the number of DL instances deal-
ing with the cold-starts. PT+DHA(1) shows the performance
when there is no interference whereas PT+DHA(2) is config-
ured for each GPU to run the inference with DHA at the
same time. For PT+DHA(2), we average the execution time
from the two GPUs. Each GPU runs the same model depicted
in the first column. Although the performance of PT+DHA is
affected when the two GPUs handle the cold-starts simulta-
neously, it is still faster than PipeSwitch.

Batching inference. We perform a performance sensitivity
study by varying the batch size from 1 to 8 to see the exten-
sibility of our DeepPlan. Figure 12 presents the throughput
improvement by batching and compares performance with
Baseline and PipeSwitch. We normalize the throughput
to Baseline with batch size 1. For all the models, DeepPlan
(PT+DHA) still achieves the best throughput. In ResNet-50,
our PT+DHA shows 1.12~1.26× throughput improvement over
PipeSwitch for all batch sizes. For BERT-Base, RoBERTa-
Large, and GPT-2 Medium, as the batch size increases, the
throughput differences between DeepPlan (PT+DHA) and Pipe-
Switch become narrow. This is because batching increases
the computation time that can have more opportunity to

Profiling time

DHA In-memory Layer load Total

ResNet-50 2.28s 0.44s 1.20s 3.92s
BERT-Base 7.99s 0.41s 4.00s 12.40s
RoBERTa-Large 63.61s 0.95s 11.31s 75.87s
GPT-2 Medium 28.1s 1.69s 11.02s 40.81s

Table 5. Time (seconds) spent in profiling models with 10
iterations
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Figure 13. 99% latency (top), goodput rate (middle), and cold-
start rate (bottom) while increasing the number of instances
beyond GPU memory limit

overlap the pipeline stalls than non batching. Note that batch-
ing is not recommended for the most latency-sensitive work-
loads while provisioning models due to the cold-start latency
violating the strict target latency (SLO) [34, 37].

Profiling cost. The profiling phase is required for DeepPlan
to determine the layer execution method. It profiles the time
for executing layers with direct-host-access and in-memory
settings and also for loading layers from host to GPU. To
attain stable results in profiling, we measure the time with
several iterations. We empirically set the number of itera-
tions. Table 5 presents the time spent in profiling the models
with 10 iterations. The last column (Total) is the sum of
the three costs. The profiling cost depends on the size of the
models and the execution time of the models. Note that this
is only required once before deploying models.

5.3 Performance of Serving Models with DeepPlan
In this section, we evaluate tail latency and goodput for both
synthetic and real-world workloads. Goodput is the number
of requests satisfying the target SLO. For this evaluation, we
use all four GPUs in the server. As Clockwork [13], our exe-
cution engine is designed for each GPU to run one inference
request at a time. PipeSwitch deals with the cold-starts for
each GPU individually. For the parallel-transmission, Deep-
Plan guides us to use up to two GPUs per model in the given
server. Each of the two GPUs can run the model transmission
simultaneously, as explained in the previous section, even
though it can cause PCIe contention.
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Figure 14. 99% latency for BERT-Large and GPT-2 (The re-
quests per second are set to 30 and 90, respectively)

5.3.1 Synthetic workloads. Figure 13 exhibits 99% la-
tency, goodput, and cold-start of BERT-Base while increas-
ing the number of instances concurrently running on the
GPUs. Each instance mimics a model corresponding to a
different user or service. After warming up the instances
presented on the x-axis, we measure performance for 1,000
requests. For generating a realistic request arrival pattern,
we use Poisson distributions [13, 14, 27], which are widely
used to evaluate interactive web services. We maintain 100
requests per second, which are randomly distributed across
all the instances. For example, at concurrency 100 (x-axis),
each instance serves approximately 1 request per second. We
increase the number of models (concurrency) by 20.
At concurrency 120, PipeSwitch starts to increase 99%

latency significantly. On the other hand, our DeepPlan (DHA)
exhibits stable 99% latency until concurrency 160. In the
case of DeepPlan (PT+DHA), we can serve up to 180 instances
while satisfying the target SLO (100ms). As a result, PT+DHA
can achieve stable goodput performance by concurrency 180.
At concurrency 180, our PT+DHA improves goodput by 1.84×
compared to PipeSwitch. When having a relatively tight
target SLO such as 50ms, at concurrency 120, PipeSwitch
starts violating the SLO, increasing the 99% latency to around
94ms. On the other hand, DeepPlan (PT+DHA) shows that it
can handle requests within 35ms even at concurrency 140.

DeepPlan can reduce the required GPU memory space
for models by placing selected layers such as embedding on
the host memory. PipeSwitch can keep up to 100 instances
across the four GPUs while DeepPlan serves 24 instances
more. As shown in the bottom of Figure 13, our approach
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Figure 15. Performance of real-world trace (3 hours)

can delay occurring the cold-start. While serving more than
100 (124 in DeepPlan) instances, the number of cold-start
is increasing. To evict an instance due to the lack of GPU
memory, we select the least recently used instance.

Figure 14 presents 99% latency for BERT-Large and GPT-2.
We use 30 and 90 requests per second for BERT-Large and
GPT-2, respectively because they spend more execution time
and cold-start latency than BERT-Base in inferencing a re-
quest. Our DeepPlan significantly improves the tail latency
over PipeSwitch. In GPT-2, however, the latency gap be-
tween DHA and PT+DHA is not noticeable. This is because
PT+DHA has a narrow lead over DHA for a single batch as
shown in Figure 11. We also evaluated the other models
and observed a similar improvement trend over PipeSwitch.
Due to the limited space, we omit their results in this paper.

5.3.2 Real-world workloads. We evaluate our DeepPlan
by replaying a real-world workload trace of Microsoft Azure
Functions (MAF) [30]. Like the previous study [13], we deal
with anAzure function invocation as anDL inference request.
By scaling down the trace for our evaluation environment,
we extract unique function IDs from the trace and map each
function to a DL model. It represents a diverse range of
workloads such as heavy sustained requests, fluctuations
in request rates, and spikes in requests. We deploy three
types of DL models, including BERT-Base, RoBERTa-Base,
and GPT-2, on the server. The number of instances follows
about a 4:4:1 ratio. By replaying 3 hours of the MAF trace
in real-time, we measure the performance of 99% latency,
goodput, and cold-start.
Figure 15 exhibits performance of PipeSwitch and two

designs of DeepPlan for the real-world trace. We present
the offered load to across models as time goes by at the

161



Fast and Efficient Model Serving Using Multi-GPUs with Direct-Host-Access EuroSys ’23, May 9–12, 2023, Rome, Italy

ResNet-50 BERT-Base RoBERTa
Large

GPT-2 Medium
0.0

0.5

1.0

1.5

2.0

In
fe

re
nc

e 
sp

ee
du

p

Baseline PipeSwitch DeepPlan (PT+DHA)

Figure 16. Inference speedup on a different system equipped
with two NVIDIA RTX A5000 GPUs with PCIe 4.0

top of the figure. To stress the inference server, we set the
requests per second to 150. Our DHA and PT+DHA show im-
proved 99% latency and stable goodput results compared to
PipeSwitch. In many cases, DeepPlan handles inferences
under 100ms while PipeSwitch takes more than 150ms. The
goodput result is based on when configuring the target SLO
to 100ms. The two designs of DeepPlan achieve 98~99% good-
put while PipeSwitch is around 81~98%. With PipeSwitch,
we need to have more GPUs or less load (e.g., requests per
second) to satisfy the target latency. Meanwhile, we observe
a few latency spikes in the 9th and 67th minutes, even with
DeepPlan. Note that such a phenomenon does not persist.

5.4 Inference Performance with PCIe 4.0
In addition to the inference performance shown in Figure 11,
we include an additional evaluation to see the reproducibility
for generating the execution plan by DeepPlan on a different
system. According to GPU computational capabilities, the
execution plan can be changed between load-then-execute
and direct-host-access. Since the server has two NVIDIA
RTX A5000 GPUs with NVLink, we can utilize the parallel-
transmission feature. Note that the GPUs are attached to the
system through PCIe 4.0.

Figure 16 presents the relative speedup for batch size 1 and
shows the similar improvement trend observed in Section 5.2.
Although the newer generation of PCIe can reduce the stall
time for transferring models from host to a GPU, our two
designs of DeepPlan still show improved performance.

6 Related Work
There have been significant efforts throughout architecture,
system, and ML community to improve the performance of
latency from hardware to software optimization.

DL serving systems. The primary design goal of building
DL serving systems in practice is to meet a strict latency re-
quirement (e.g., SLO) and then maximize the system through-
put under the given SLO budget. Prior studies mainly focused
on improving resource utilization by sharing GPUs timely
and spatially with sophisticated scheduling, placing, and co-
ordinating inference queries while not violating the target
SLOs [8, 10, 14, 29, 32]. However, such previous work did

not consider the case where DL models need to be loaded
in the GPU memory while serving inferences. Also, most of
the open-source serving systems, such as TF Serving [25],
TorchServe [3], and Triton [2], delegate control of loading
and unloading models on GPUs to developers.

On the other hand, we can find a different approach, allow-
ing the number of DL models beyond the GPU memory limit.
However, a new challenge is to address the cold-start prob-
lem [34, 37] when loading models from host to GPU. When
building cloud-based applications such as AWS Lambda, we
need to minimize the performance impact of the cold-start
latency, affecting the quality of user experiences. If you lever-
age the cloud DNN serving systems, Amazon SageMaker or
Google AI Platform, it is known that the inference latency
suffers from the cold-start latency. Recently, Bai et al. in-
troduced pipelining model transmission to hide the latency
of loading models from the host to the GPU memory [6].
Compared with that, DeepPlan takes a different approach,
accelerating the model serving with the direct-host-access
facility [4]. To the best of our knowledge, there are no prior
studies leveraging the zero-copy approach for inference. In-
stead of loading layers, we choose the best placement strat-
egy for each layer and load selected layers by understanding
the performance critically in given models.

Lightweight inference. Pruning and quantization have
been widely explored to make the computation lightweight
and reduce the size of models [15]. TVM optimizes given DL
models to a specific hardware by fusing operators, making
models lightweight [7]. By leveraging TVM, Clockwork im-
plements a runtime system serving DL models [13]. Also, the
hardware community has introduced specialized DL accel-
erators such as Brainwave [12] and TPU [20, 21], which are
tailored for particular layer operations such as convolutional
or fully connected layers with different floating-point for-
mats [11, 19]. By sacrificing the inference accuracy, Zhang
et al. introduced a model switching scheme from complex
to lightweight models at high load [38]. However, such solu-
tions are orthogonal to the space DeepPlan explored.

Newhardware features.Min et al. [22] leveraged the direct-
host-access scheme manually for training large graph net-
works, while DeepPlan automatically generates efficient ex-
ecution plans for DL inferences. DeepPlan considers the
performance benefits of the pipeline approach and oppor-
tunistically applies the direct-host-access scheme to reduce
the pipeline stall. In addition, this study shows that direct-
host-access can have a synergy effect with the parallel trans-
mission for accelerating model provisioning. As the NVLink
facility is introduced for accelerating GPU-to-GPU commu-
nication in multi-GPU workloads, modern GPU servers have
supported the hardware feature by default [23, 24]. Even
desktop GPUs such as NVIDIA RTX 3090 can exploit the
high-speed GPU interconnect with NV Bridge. In this study,
we leveraged NVLink to make the model provisioning fast.
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7 Conclusions and Future Work
This paper introduced DeepPlan, an inference execution
planner that minimizes the performance penalty when load-
ing models from host to GPU. Our main technical contribu-
tion is to exploit the performance benefits of the direct-host-
access and parallel-transmission schemes for accelerating in-
ference performance while provisioning models from host to
GPU. We achieved significant speedup for inferences across
all the models and showed the effectiveness of reducing tail
latency and improving throughput in model serving systems.
In future work, we envision how our approach can be

utilized in other cases. For instance, DeepPlan can allow in-
ferences to models which are not fit in single GPU memory.
Since the model size is steadily growing, it is increasingly
challenging to cache a model entirely on GPU. Although
we may use multiple GPUs for hosting a large model en-
abled with pipeline parallelism [28], DeepPlan can be a cost-
effective alternative for such large models.

In addition, we anticipate that DeepPlan can be extended
for mixture of experts (MoE) [31]. In MoE models, all the
layers of the model are not required for a given input be-
cause each input needs to take an expert. Once we are able to
identify the required expert for a given forward pass, Deep-
Plan could effectively reduce the time spent of transferring
models.
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A Artifact Appendix
A.1 Abstract
Our artifact includes (1) the DeepPlan tool generating the
inference execution plans for given DNN models, (2) the
libTorch execution engine guided by the generated plans,
and (3) the DL inference server prototype powered by our
libTorch engine. We also include the DNN workloads used
in our paper and script files to set up and test our artifact.
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A.2 Description & Requirements
A.2.1 How to access. The DeepPlan artifact is available
at https://github.com/csl-ajou/DeepPlan. The README.md in
the repository includes all the required steps and detailed
instructions to build, run, and reproduce our results.

A.2.2 Hardware dependencies. To evaluate the func-
tionality of our proposed schemes, a multi-GPU server (at
least two more GPUs) is required. This paper used an AWS
p3.8xlarge instance equippedwith four NVIDIAV100GPUs
connected through NVLinks2. Specifically, the DeepPlan (PT)
scheme needs two more GPUs to parallelize the model trans-
mission across GPUs. On the other hand, DeepPlan (DHA) is
still effective in a single GPU system.

A.2.3 Software dependencies. Weevaluated our schemes
on the Ubuntu 18.04 distribution and the required software
packages are CUDA 11.3, cuDNN 8.2.1, ProtoBuf 3.11.4, Py-
Torch 1.9, Boost 1.65, and TBB 2017 U7.

A.2.4 Benchmarks. We used representative pre-trained
DNNmodels: ResNet-50, ResNet-101, BERT-Base, BERT-Large,
RoBERTa-Base, RoBERTa-Large, GPT-2, and GPT-2 Medium.
The benchmark inputs are a synthetic dataset.

A.3 Set-up
Please refer to the README.md file in the artifact repositories
for detailed environment set-up instructions and how to run
the experiments to reproduce the key results.

A.4 Evaluation workflow
A.4.1 Major Claims. We claim that DeepPlan minimizes
the performance overhead of inferencing when models are
not ready in the GPU memory. By alleviating the perfor-
mance penalty induced by model transmission from host to
GPU memory, DeepPlan is able to achieve high throughput
(goodput) while preserving the bounded latency (SLO).

C1: When executing a DL inference request on a GPU, we
suggested that all the layers for a given DL model are not
needed to be in the GPU memory. DeepPlan (DHA) enables
GPUs to perform the computation on layers in the host mem-
ory, eliminating the time for transmitting the layers to the
GPU memory. This is proven by the experiment (E1) de-
scribed in Section 5.2, whose results are illustrated in Fig-
ure 11. The DeepPlan (DHA) legend represents the relative
speedup from the baseline.

C2: To accelerate the model transmission time from host to
GPU, we claim that leveraging multiple GPUs can parallelize
the model transmission through individual PCIe lanes of
each GPU. This claim is supported by the experiment (E2)
described in Section 5.2, and the DeepPlan (PT) in Figure 11

2We tested our code on two NVIDIA A5000 GPUs with NVLink.

exhibits performance improvement compared to the base-
line and DeepPlan (DHA). DeepPlan (PT+DHA) presents the
performance numbers when integrating DHA and PT schemes.

C3: By leveraging the proposed schemes in DL model serv-
ing systems, we can improve the throughput (and goodput)
while preserving the bounded latency of DL models. This
is validated in both synthetic and realistic server workloads
described in Section 5.3 and proven by the experiments (E3)
and (E4), respectively.

A.4.2 Experiments. Detailed instructions on how to pre-
pare the environment used by this paper and how to repro-
duce the results are found in README.md.

Experiment (E1): [DeepPlan (DHA)] [30 minutes] This exper-
iment produces the results of DeepPlan (DHA) in Figure 11.
We provide a script file, scripts/fig10/run.sh, to auto-
mate the steps. It runs a single inference with batch size 1
for our baseline and the pipeline scheme [6] to measure the
latency. For DeepPlan (DHA), it generates an execution plan,
runs the inference with the plan, and produces a graph file.

Experiment (E2): [DeepPlan (PT)] [30 minutes] This experi-
ment produces the results of DeepPlan (PT) in Figure 11. For
the parallel-transmission scheme, the server system needs to
have twomoreGPUs at least. Like above, the scripts/fig10/
run.sh file helps to run, measure, and produce the latency
result of a single inference with batch size 1. In addition,
we include the latency numbers when integrating the two
schemes, DeepPlan (PT+DHA), in Figure 11.

Experiment (E3): [DeepPlan Server (Synthetic)] [4 hours]
This experiment produces the results in Figure 13 and 14. We
perform this experiment on a four-GPU server in an AWS in-
stance. This experiment measures the 99% latency, goodput,
and cold-start for three workloads, BERT-Base, BERT-Large,
and GPT-2, while increasing the number of model instances
concurrently running on the GPUs. The provided script files,
scripts/fig12/run.sh and scripts/fig13/run.sh, pro-
duce graphs by automating the required steps. Note that
Figure 13 and 14 are the same type of evaluation but differ-
ent benchmark models. Figure 14 omits the result of goodput
and cold-start ratio.

Experiment (E4) [DeepPlan Server (real-world)] [9 hours]
This experiment is similar to Experiment (E3), but it runs
with a real-world trace derived from Microsoft Azure Func-
tions [30]. We scale down the traces for a four-GPU server
environment. The adjusted traces can be found in our artifact
repository and scripts/fig14/run.sh replays the traces
and produces graphs in Figure 15.
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A.5 Notes on Reusability
To leverage DeepPlan on different hardware environments,
it is required to tune the request rate so that the inference

server can show reasonable throughput numbers while sat-
isfying the target latency.
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