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ABSTRACT
Although snoop-based coherence protocols provide fast cache-
to-cache transfers with a simple and robust coherence mech-
anism, scaling the protocols has been difficult due to the
overheads of broadcast snooping. In this paper, we pro-
pose a coherence filtering technique called subspace snoop-
ing, which stores the potential sharers of each memory page
in the page table entry. By using the sharer information in
the page table entry, coherence transactions for a page gener-
ate snoop requests only to the subset of nodes in the system
(subspace). However, the coherence subspace of a page may
evolve, as the phases of applications may change or the op-
erating system may migrate threads to different nodes. To
adjust subspaces dynamically, subspace snooping supports
a shrinking mechanism, which removes obsolete nodes from
subspaces.

Subspace snooping can be integrated to any type of coher-
ence protocols and network topologies. As subspace snoop-
ing guarantees that a subspace always contains the precise
sharers of a page, it does not restrict the designs of coher-
ence protocols and networks. We evaluate subspace snoop-
ing with Token Coherence on un-ordered mesh networks.
For scientific and server applications on a 16-core system,
subspace snooping reduces 44% of snoops on average.

Categories and Subject Descriptors
C.1.2 [Processor Architecture]: Multiple Data Stream
Architectures (Multiprocessors); B.3.2 [Memory Struc-
tures]: Design Styles—shared memory

General Terms
Performance
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1. INTRODUCTION
The two broad classes of coherence protocols, snooping

protocols and directory protocols, have traditionally tar-
geted different scales of systems. Snooping systems offer
low-cost, simple coherence at small system scales. Direc-
tory protocols have been built to scale much higher, but at
greater cost and complexity. In snooping protocols, there is
no explicit storage, or directory, to track the sharing states
of memory blocks, and coherence requests must be broadcast
to all the nodes. Such broadcast-snooping allows fast two-
hop cache-to-cache transfers, and eliminates the complexity
of maintaining the directory. However, scaling snooping pro-
tocols has been difficult due to the overheads of broadcasting
requests and looking up the cache tags of all the nodes for
snooping.

However, a large number of snoop requests in snooping
protocols are unnecessary as the majority of memory blocks
are not shared by all the nodes. There have been several
recent studies to filter such unnecessary snoop requests by
tracking sharing states at region granularity. Using the shar-
ing states, the filtering techniques remove unnecessary snoop
requests at requesting sources [23, 9], at receiving destina-
tions [24], or at intermediate routers during the transmission
of the requests [2]. All the techniques use some on-chip ta-
bles to store the sharing states of the most recently accessed
regions.

In this paper, we propose a new coherence filtering tech-
nique, called subspace snooping, based on the page table
support of operating systems. To the best of our knowl-
edge, this is the first study to use the page table to store
potential sharer lists for snoop reduction. Subspace snoop-
ing filters snoops at requesting sources, reducing both snoop
tag lookups at the destinations, and network traffic for trans-
ferring snoop requests. Unlike prior work based on the di-
chotomy of private and shared spaces [23, 9], in subspace
snooping, a set of sharers defines a subspace for a page.

In the rest of this paper, a sharer of a memory region
is a node which accesses the region at least once during a
certain time period. A subspace is a stable subset of nodes
sharing a region of memory consistently. These subspaces
can be dynamically evolving, so long as they are stable for
sufficiently long to be useful. While subspace snooping does
not achieve the sharing-list precision of directory protocols,
it has the potential to offer many of the benefits of snooping
protocols with a reduced number of total snoops.

Subspace snooping uses an OS-based mechanism to main-
tain subspaces at page granularity. The set of sharers for
a page (the subspace of a page) is recorded in the OS page



table entry, and translation look-aside buffers (TLBs) also
keep the subspace information. For a coherence transac-
tion, requests are delivered only to the nodes in the sub-
space. The subspace is guaranteed to be the superset of the
current precise sharers which have a copy of the requested
block in their caches(superset subspace property). The prop-
erty allows subspace snooping to be used with any type of
snoop-based coherence protocols and interconnection net-
works.

Subspace snooping does not add a significant hardware
complexity to existing snoop-based systems and is easily
adaptable to novel coherence techniques such as Token Co-
herence and In-network Coherence Ordering [19, 3]. Com-
pared to prior work to filter unnecessary snoop traffic, the
contributions of this paper are as follows.

• Unlike the region-based source filtering techniques [23,
9], subspace snooping does not simply divide the ad-
dress space to private and shared regions. In real work-
loads, a significant number of coherence accesses occur
on partially shared pages, i.e. pages shared by more
than one node, but less than the total nodes. Forc-
ing broadcast-snoops for those partially shared pages
incurs numerous unnecessary coherence requests. Sub-
space snooping can filter unnecessary snoops for par-
tially shared pages by tracking all possible sharers.

• Subspace snooping requires a relatively small amount
of extra hardware. Only the sizes of page table in
the memory and TLBs may modestly increase to keep
subspace information. Some systems with 64-bit page
table entries have unused bits in the entries. For a
small scale multicore(under 16 or 32 cores), subspace
snooping may not require any increase in the page
table size. On the other hand, the effectiveness of
region-based snoop filters using hardware tables can
be sensitive to the table capacity and the working set
of applications. Furthermore, checking and updating
the tables frequently for coherence transactions also
consume power.

• As a coherence filtering technique, which removes un-
necessary requests at requesting sources and supports
the superset subspace property, subspace snooping is
not dependent on the implementations of underlying
coherence policies and interconnection networks. For
example, In-Network Coherence Filtering (INCF) which
filters requests at routers, requires a deterministic rout-
ing policy with a packet-switched network [2]. How-
ever, subspace snooping does not impose such a re-
striction on network implementations.

In this paper, we apply subspace snooping to Token Co-
herence, which provides simple ordering support on un-ordered
networks, without indirection through home nodes [19]. How-
ever, any type of snoop-based coherence will work with sub-
space snooping. For scientific and commercial workloads,
subspace snooping reduces the total global snooping by 44%
on average for a 16-core system, compared to the base To-
kenB protocol. Filtering snoop requests at requesting sources
reduces network traffic and power consumption significantly.
The global network traffic is reduced by 27% for 16 cores.

A set of sharers at page granularity may change dur-
ing program execution. Applications may have phases with

different sharing patterns and the operating system may
migrate threads to different physical cores. Such sharer
changes may decrease the effectiveness of subspace snoop-
ing, as subspaces may contain nodes, which no longer access
the pages. To address such dynamic subspace changes, we
investigate a subspace shrinking mechanism, which removes
obsolete nodes from the subspaces. Simulation results show
that for most of the applications in our benchmarks, shrink-
ing is not necessary with only 4% more snoop reduction
from the base subspace snooping. For our benchmark appli-
cations with relatively short execution times, shrinking does
not provide enough benefit to justify the extra design com-
plexity. However, the shrinking mechanism will be necessary
to support long-running applications.

In the rest of this paper, we first discuss the prior work
on snoop filtering and other related work in Section 2. In
Section 3, we present the sharing characteristics of applica-
tions at coarse-grained page unit. In Section 4, we describe
the subspace snooping architecture with a subspace shrink-
ing mechanism. In Section 5, we discuss the costs of im-
plementing subspace snooping, and the integration of sub-
space snooping to existing cache coherence protocols and
networks. In Section 6, we present experimental results.
Section 7 concludes this paper.

2. PRIOR WORK

2.1 Snoop Filtering Techniques
There are several studies to reduce unnecessary snoops

in snoop-based coherence, and subspace snooping is based
on the prior work on snooping filtering techniques. Region-
Scout and Coarse-Grain Coherence Tracking (CGCT) pre-
vent snoop requests from broadcasting for private data at
the requesting source. Subspace snooping also filters out un-
necessary snoop requests at the source, and thus is able to
reduce both network traffic and snoop tag lookups. Region-
Scout records the states (private or shared) of coarse-grained
regions in per-node tables [23]. Subspace snooping differs
from RegionScount in that subspace snooping does not sim-
ply divide coherence space into private or shared states.

CGCT (Coarse-Grain Coherence Tracking) maintains an
additional coarse-grained coherence protocol in addition to
the conventional coherence at the cacheline granularity [9].
CGCT also relies on the dichotomy of coherence space into
private or shared. Compared to RegionScout, CGCT is able
to further reduce the requests by not broadcasting requests
for clean-shared data. However, even if a clean copy exists in
other on-chip caches, the clean data must be supplied from
the external memory. Therefore, bypassing cache-to-cache
transfers for the clean-data can reduce broadcasts, but it
may increase miss latencies in multi-cores with much faster
on-chip cache-to-cache transfer latencies than external mem-
ory latencies. Subspace snooping selectively sends requests
only to the stable sharers of the requested page, and thus
does not miss the opportunities for fast cache-to-cache trans-
fers for clean data. Another difference between CGCT and
subspace snooping is that CGCT needs to look up the region
tags and change their states for incoming snoop requests.
However, subspace snooping updates subspaces very infre-
quently.

Compared both to RegionScount and CGCT, the base
subspace snooping architecture does not require extra hard-
ware tables except for the additional information embedded
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Figure 1: Sharing distributions of coherence transactions: 64B and 8KB granularity (16 cores)

in the TLB. We also explore a possible optimization for sub-
space snooping by allowing subspace shrinking, which uses
counting bloom filters. However, the size of the per-node
bloom filter is small compared to the region tables.

Unlike the aforementioned source-level filtering techniques,
In-Network Coherence Filtering (INCF) filters out snoop re-
quests at the routers [2]. Each router maintains a table for
region-based sharing states, and does not forward a snoop
request to a port, if the snoop request does not need to be
delivered to the nodes reachable from the port. The mecha-
nism requires a table for each router and the router pipeline
must access the table. Furthermore, the routing algorithm
must be deterministic and does not allow flexible adaptive
routing. Unlike INCF, subspace snooping does not require
any modification to underlying networks. Flexible snooping
proposed by Strauss et al, provides adaptive forwarding and
filtering of snoop requests, either for high performance or
energy conservation [28].

Jetty filters out unnecessary snoops at the destination
node, by maintaining a filter in each node [24]. Since the
filter resides at the destination node, snoop requests must
still be broadcast to all the nodes, consuming network band-
width and power. It saves only the power consumption to
look up snoop tags. RegionTracker proposes a mechanism to
track cache states at both fine and coarse grain granularity
with a two-level dual-grain tracking mechanism [31].

Ekman et al embedded sharing vectors in the TLB with
virtually addressed caches [13]. The page-level sharing vec-
tor in the TLB is used to filter out unnecessary snoop re-
quests. Subspace snooping keeps the subspace information
in the TLB, but the original subspace information is stored
in the page table. Also, subspace snooping does not track
the sharing vector for every coherence transactions, which
may require a constant update of the sharing vector in the
TLB.

2.2 Other Related Work
Subspace snooping is extensively influenced by the prior

work to improve coherence bandwidth, to support snooping
on un-ordered networks, and to use OS support for managing
on-chip caches.

Improving Coherence Bandwidth: Subspace snoop-
ing contains elements of both traditional snooping and di-
rectory protocols to improve coherence bandwidth. The
bandwidth adaptive snooping has combined the benefits of
snooping and directories adaptively in one system [21]. Mul-
ticast snooping [7] and destination set prediction [18] use

prediction techniques which send coherence request only to
potential sharers. Thus, these models must support a fall-
back mechanism to recover when a miss prediction occurs,
whereas subspace snooping does not need it.

Coherence Ordering on Un-ordered Network: There
are several recent studies to embed coherence capabilities
into on-chip networks. Token coherence replaces the con-
ventional cache states with tokens to remove synchronous
updates of cache states [19, 26]. In-network cache coherence
proposes the embedding of cache coherence protocols within
the network [12]. The protocols send a request to the nodes
in a virtual tree that consists of the sharers. Virtual tree
coherence supports virtually ordered tree interconnects on
unordered networks, and multicasts to the sharers tracked
by region [14].

OS-based Cache Management: There are recent stud-
ies to use OS supports to manage on-chip cache placements.
Fensch and Cintra proposed an OS-based approach for cache
coherence in tiled CMPs by maintaining a single copy for
each address [15]. Reactive-NUCA classifies data into pri-
vate data, instruction, and shared data. Blocks are placed
to a location that can improve performance by the classifi-
cation [16]. In this approach, they record classification in-
formation in page tables.

3. FINDING SUBSPACES
Subspace snooping uses stable subspaces found in the shar-

ing behaviors of parallel applications. In this section, we
present the characteristics of sharing patterns in our bench-
mark applications. We first present the distributions of
sharers at page granularity, and show that the majority of
page accesses occur for partially shared pages. Secondly, we
present the sharing pattern changes during the execution of
applications. We use the Simics full-system simulator [17]
with a cache model in the GEMS toolset [20]. The target
system has 16 cores with a 512KB private L2 cache per core.
We use parallel applications from SPLASH-2 [30] and PAR-
SEC [6]. We also evaluate two server applications, SPECjbb
and Apache. The details of the benchmark applications and
system configuration are shown in Table 2 and Table 3.

Subspaces may contain more cores than the precise shar-
ers for two reasons: i) spatial and ii) temporal aliasing. Spa-
tial aliasing occurs, since subspaces are maintained at page
granularity. The chance of false sharing with page granu-
larity is higher than that with a cacheline unit. Secondly,
temporal aliasing occurs, since subspace snooping does not
update sharers for each coherence transaction as directory
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Figure 2: Cumulative sharing distributions for different time intervals (8KB granularity)

protocols do. Therefore, subspaces may have sharing cores
which have accessed a page a while ago, but no longer have
any cachelines of the page in their caches.

3.1 Sharing Behaviors at Page Granularity
Subspace snooping tracks sharers at page granularity and

sends snoop requests only to the sharers marked in the page
table. To reduce snoop requests, the number of sharing
processors for each page must be small. Figure 1 presents
sharing distributions for all coherence transactions, which
include read, read-exclusive, and upgrade (from shared to
modified) transactions in MOESI protocols. For each page,
we track sharers cumulatively from the beginning to the end
of simulation. In the figure, the number of sharers for a co-
herence transaction is the number of sharers collected for the
accessed page until the transaction occurs. Sharers tracked
in each page are never removed during execution. For each
application, the figure shows two distributions, the first one
with 64B granularity and the second one with 8KB granular-
ity. The distributions of sharers are divided into 1 (private),
2-3, 4-7, 8-15, and 16 processor partitions.

As shown in the Figure 1, applications have a significant
potential to reduce snoops, even at page granularity. On
average, 5.7% of coherence requests are for private pages,
7.0% for 2-3 sharers, 17.8% for 4-7 sharers, 17.3% for 8-15
sharers, and 52.2% for 16 sharers. Canneal and swaptions

in PARSEC show the worst sharing behaviors, with almost
the entire coherence transactions sent to fully shared pages.
A commercial workload, SPECjbb and Apache access fully
shared pages at higher rates than the average rate.

The figure shows that, for the snoop requests from the L2
caches, 42% of coherence requests occur on partially shared
pages with 2-15 sharers. This result indicates dividing the
address space only to private and shared spaces, does not
provide an effective snoop reduction. With such dichotomy,
94% of accesses occur on shared pages, and snoop requests
must be broadcast.

Tracking sharers at page granularity causes spatial alias-
ing for some applications. The coherence transactions on
fully shared pages in barnes increase from 17.3% (block
granularity) to 90.4% (page granularity). Ferret also shows
a significant increase of fully shared pages from 64B to 8KB
granularity (from 7.6% to 59.5%). The rest of the applica-
tions show a modest increase of sharers with page granular-

ity. Compiler or programming optimization to reduce false
sharing at page granularity may be able to reduce the spa-
tial aliasing, but the techniques are beyond the scope of this
paper.

3.2 Sharing Behaviors at Different Intervals
Sharing distributions of applications may change over the

program execution. Figure 2 shows cumulative sharing dis-
tributions at different time-intervals. We show six repre-
sentative patterns in the figure. The total execution time
of each application is divided into ten equal time periods.
The graphs show sharing distributions, similar to Figure 1,
during different time-intervals. In this figure, each bar shows
the distributions of accesses to 1, 2-3, 4-7, 8-15, and 16 shar-
ers (subspaces) for a time-interval. Sharers are not reset for
each time interval. Instead, sharers are accumulated for each
page cumulatively from the beginning of each application
run.

For lu, fully shared page ratio does not increase as the ap-
plication progresses, but partially shared page ratios (8-15
sharers) monotonically increase. In the later part of the pro-
gram execution, high sharing (8-15 sharers) accesses domi-
nate coherence transactions. Ocean shows a relatively sta-
ble pattern. Swaptions shows the ratio of accesses to fully
shared pages is uniformly high from the beginning period.
SPECjbb shows a stable access pattern with a large portion
of 8-15 sharers till the sixth period, but fully shared accesses
dominate after then.

There are some applications with stable patterns, either
with a high ratio of fully sharing patterns (swaptions) or
with a significant ratio of partially shared patterns (ocean,
fluidanimate). However, other applications tend to in-
crease the accesses to high sharing pages in the later part of
program execution. It occurs for two reasons: Firstly, sub-
spaces become larger for frequently accessed pages as more
sharers are added over the runtime, due both to the sharing
behavior and thread migration. Secondly, the program ac-
cesses highly shared pages more often in the later part of the
execution than the early part. For the first reason, it may be
necessary to adjust subspaces as the active sharers change
during runtime. In Section 4.3, we will propose a shrinking
mechanism to remove inactive sharers from subspaces.
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4. SUBSPACE SNOOPING ARCHITECTURE
Subspace snooping maintains potential sharer lists in page

table entries and TLBs. To describe the sharer tracking
mechanism of subspace snooping, we first present bi-space
snooping, which divides subspaces only to two spaces, pri-
vate and shared. Bi-space snooping is similar to the prior
coarse-grained source-level filtering, except for the use of OS
page tables. In Section 4.2, we introduce a general subspace
snooping protocol to track all the possible combinations of
sharers.

As a program runs, nodes which have accessed a page,
can be accumulated to the subspace of the page, and some
nodes in the subspace may no longer use the page. In Sec-
tion 4.3, to avoid the monotonic accumulation of sharers
on each page, we propose an adaptive mechanism to shrink
subspaces safely.

4.1 Bi-space Snooping Architecture
As a simplified subspace snooping, we introduce bi-space

snooping that records the private or shared states of pages
in page table entries. Before processors send coherence re-
quests, the processors must look up the TLBs for address
translation. With bi-space snooping, the processors can find
whether pages are shared or private during address transla-
tion. For private pages, snoop requests do not need to be
sent to the other processors. In conventional snooping pro-
tocols, if a cache miss occurs, the requesting processor does
not know whether the cacheline is shared or private until
all the other processors are snooped. Therefore, even if a
page is private (no other processors have ever accessed the
page), a processor must broadcast requests and all the other
processors must snoop to verify whether the cacheline is in
their caches.

Using page tables and address translation mechanisms, bi-
space snooping classifies pages into private and shared pages
to choose a different space. If a page has been accessed by
only one processor, the page is set as a private page for
the processor. If another processor attempts to access the
page, the page state is updated to a shared state. For pri-
vate pages, bi-space snooping does not broadcast requests,
reducing unnecessary snoops.

Figure 3 shows the overview of a bi-space snooping proto-
col using a page table. To classify pages, bi-space snooping
adds an extra bit in page table entries for representing a

Snoop Request to
P2 and P9
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P12
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Figure 4: Subspace snooping overview: sending a
snoop request to a subspace

private or shared state. TLB entries must also have the
extra state bit. In addition to the state bit, a page table en-
try maintains an owner identifier for private pages, and the
owner identifier of a page is set when a processor accesses
the page table entry for the first time to handle a TLB miss.
Bi-space snooping updates the page sharing state in a page
table entry when a TLB miss handler accesses the page table
entry to fill TLBs. If a page is a private page already owned
by another processor, the sharing state of the page should
be changed to a shared state.

When a page state changes from private to shared, a criti-
cal constraint for correctness is that the original owner must
also be notified about the change, before a new sharer ac-
cesses the memory location. To do that, the TLB miss han-
dler must send a TLB update request to the current owner
to update the status of its TLB entry to shared. To avoid
any race condition, the TLB miss handler must not com-
plete the TLB fill until the TLB entry of the current owner
is completely updated. To ensure the correctness, the TLB
miss handling of the newly joining core is delayed until the
acknowledgment from the current owner is received.

4.2 Fine-grained Subspace Snooping
Subspace snooping extends bi-space snooping to support

fine-grained subspaces for each page. Figure 4 presents the
overview of subspace snooping. The sharing states in the
TLBs and page table are extended to sharing vectors to
record the sharers of each page. For each coherence transac-
tion, a requesting processor finds a set of sharers (subspace)
of the address from the TLBs. Snoop requests are delivered
only to the processors in the subspace. In Figure 4, the sub-
space of page 0x100 is {P0, P2, P9}, and P0 sends snoop
requests only to P2 and P9.

To maintain the list of sharers for each page, page table
entries and TLBs are extended to hold a bitmap, sharing
vector for all the processors, with each bit corresponding
to each processor. For every coherence transaction, the re-
questing processor looks up the TLBs during address trans-
lation, and sends requests to only the processors marked in
the sharing vector.

Subspace snooping uses a similar mechanism to bi-space
snooping to keep the TLBs up-to-date with the latest sub-
space information. Whenever a new processor is added to a
subspace, the sharing vector of the page table entry and the
TLB entries of processors in the current subspace must be
updated. To avoid any race condition, the update must be
completed, before the new processor is permitted to access
the page. In bi-space snooping, sharing state updates hap-
pen only at transitions from private to shared. However, in
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subspace snooping, a subspace is updated whenever a new
processor is added to the subspace.

Generalized subspace snooping may incur more storage
and timing overheads than bi-space snooping. Firstly, sub-
space snooping must update the subspace of a page more
frequently than bi-space snooping, since adding each new
sharer must update the subspace. In the worst case, one
page table entry can be updated N times when N is the
number of processors. Such updates delay the TLB miss
handling of a newly joining sharer. Secondly, with subspace
snooping, the page table size may be increased in the main
memory, and the TLBs require more space for sharing vec-
tors than that with bi-space snooping. We will discuss the
costs of supporting subspace snooping in Section 5.1.

4.3 Shrinking Subspaces on Phase Changes
In the base subspace snooping, sharers are added to sub-

spaces during the run-time of a program, but never removed
from subspaces. However, as a program runs, the sharing
patterns may change, and the base cumulative subspaces
may include obsolete sharers, which no longer access the
pages. To adapt to sharing phase changes, subspace snoop-
ing supports a mechanism to remove sharers from subspaces,
called subspace shrinking.

Shrinking a subspace can be done in the background. To
shrink a subspace, a processor, which attempts to remove
itself from the subspace, updates the sharing vector in the
page table entry, and sends subspace shrink requests to the
current sharers to update their TLBs. However, updating
the TLBs of other processors can be delayed, without caus-
ing any correctness problem. As long as the sharing vectors
cached in the TLBs are the supersets of the subspace in the
page table, subspace snooping works correctly.

In this section, we propose a subspace shrinking mech-
anism, which can gradually re-adjust subspaces, if proces-
sors stop accessing certain pages. The shrinking mechanism
tracks the number of blocks of a page residing in the caches
of each processor. When a page is completely evicted from
a processor, the processor is removed from the subspace of
the page.

When subspaces are shrunken, one critical invariant must
be maintained for correctness:

• Subspace Invariant: If a processor contains a cacheline
in its caches or a page in its TLBs, the processor must
be in the subspace of the page including the cacheline
or the TLB entry.

To trigger a subspace shrink, the mechanism must know
when the last cacheline of a page is evicted from the local
caches. When no cacheline of a page exists in the caches,
a processor can remove itself safely without violating the

subspace invariant. The corresponding TLB entry must also
be invalidated. Supporting the mechanism requires a fast
page-level cache residence test function to check whether a
page is cached or not. For the cache residence test, we use
a counting bloom filter technique [8]. Each processor has a
bloom filter indexed by a hash of a physical page number
(PPN). The bloom filter entry has a counter and a virtual
page number (VPN). Whenever a cacheline is inserted to
the local caches, the counter in the corresponding entry is
increased by one. When a cacheline is evicted or invalidated,
the counter is decreased by one. A problem with the bloom
filter is the saturation of counters, which should be a rare
event. If the counter of an entry is saturated, we assume
that all PPNs mapped to the entry have cachelines in the
local caches. Infrequently, the OS can reset the bloom filter,
when the entire local caches are flushed. If an aliasing, with
two pages mapped to the same entry, occurs, only one of the
pages can be shrunken, due to one VPN per entry.

Figure 5 describes the shrinking processes. A bloom filter
is used to trigger shrink events. When a counter is decreased
and becomes zero, it is guaranteed that pages mapped to the
entry no longer exist in the caches. Using the stored VPN,
the local TLB is invalidated and the page table is updated.

Shrinking subspaces too early can reduce performance by
increasing the chance of subspace updates. For example,
soon after a processor removed itself from the subspace of a
page, the processor can access the same page again, adding
itself to the subspace. In Section 5.1, we will present how
many TLB misses cause subspace updates, and the possible
increase of subspace updates by shrinking subspaces.

5. IMPLEMENTATION ISSUES
In this section, we discuss implementation issues for sup-

porting subspace snooping. Firstly, we present how to main-
tain subspaces in page tables correctly, and how often sub-
space updates occur in our benchmark applications to show
their performance impact. Secondly, we discuss how sub-
space snooping can be integrated to coherence mechanisms
and networks. Finally, we discuss several other implemen-
tation issues, including DMA, HW prefetching, and page
aliasing.

5.1 Maintaining Subspaces
If a TLB miss occurs and the processor is not in the sub-

space of the missing page, the processor must be added to
the subspace before accessing the page. The TLB miss han-
dling is not completed until the subspace change is updated
to the page table and the TLBs of the processors in the
current subspace. Hardavellas et al. also stores private
or shared status of pages in page tables for cache place-
ments [16]. In their work, once the second core accesses a



private page, the status in the page table entry changes to
shared. The operation is similar to that of bi-space snoop-
ing.

5.1.1 Available space in page table entries
To record subspaces in page tables, a page table entry

must have enough free space. As discussed in Awasthi et
al [4], UltraSPARC-III has 64-bit address space, but uses
only 44 bits for virtual addresses and 41 bits for physical
addresses. The remaining 23 bits are unused and those bits
can be used for storing subspace information. If the num-
ber of nodes exceeds 23, a possible solution is to cluster the
nodes. 32-processor machine can use 16 bits, with cluster-
ing two processors to a cluster. Sharing vectors are set for
cluster units, not for individual processors. If a requesting
processor sends snoop requests to a cluster, all processors in
the cluster must snoop the request.

5.1.2 Making TLBs consistent for subspace changes
In conventional shared memory multiprocessors, a page

table entry is updated when the virtual-to-physical map-
ping is changed or the permission status is changed. In
subspace snooping, changing subspaces also requires updat-
ing the page table. Updating a page table entry requires a
mechanism to keep TLBs consistent [29]. Once the page ta-
ble entry is updated, the existing copies in the other TLBs
must be invalidated or updated. There are two common
ways to keep TLBs consistent. A simple and generic way
is using inter-processor interrupts (IPI) to force other pro-
cessors to execute local TLB invalidation instructions. A
more light-weight mechanism is to broadcast TLB invali-
dation messages. A TLB invalidation instruction not only
invalidates the local TLB, but sends TLB invalidation sig-
nals to the other processors. Sun XD-Bus [27], PowerPC [1]
and Intel’s Itanium processors [5] support TLB coherence
with such a remote TLB invalidation mechanism, which is
much less costly than IPI.

Invoking IPIs is costly for subspace updates, as subspace
updates may occur more frequently than page table up-
dates occur in the conventional multiprocessors. To reduce
the overheads of maintaining TLB consistency for subspace
changes, subspace snooping uses a similar mechanism to the
remote TLB invalidation mechanism. When a subspace is
updated for a page, the update requests for the TLBs are
multi-cast to the processors in the current subspace. The
receiving processors must send acknowledgments to the re-
questing processor.

5.1.3 Updating page table entries
For a normal TLB miss, the page table entry is fetched

either from caches or the external memory. If a subspace
addition is necessary, an atomic read-modify-write is per-
formed to the entry which is already in the local cache by
the TLB fill. For SW-based TLB fills, the TLB fill handler
will update the page table entry. For HW-based TLB fills,
the TLB fill controller must be augmented for the support.

Unlike the page table updates to change address mapping
or permission bits, adding a processor to a page table entry
does not result in a significant complexity for avoiding a race
condition. Each processor changes only its corresponding bit
in the sharing vector, but it never modifies the other bits in
the page table entry. However, it needs an atomic read-
modify-write operation to set the bit safely without data

base shrinking
Workloads add add remove

barnes 0.002 0.002 0.001
cholesky 0.006 0.007 0.003
fft 0.039 0.053 0.031
fmm 0.002 0.002 0.001
lu 0.002 0.002 0.001
ocean 0.004 0.012 0.008
blackscholes 0.007 0.007 0.000
canneal 0.053 0.174 0.127
dedup 0.014 0.016 0.002
ferret 0.004 0.005 0.003
fluidanimate 0.010 0.012 0.003
swpations 0.001 0.001 0.000
vips 0.004 0.009 0.007
SPECjbb 0.091 0.113 0.040
apache 0.103 0.189 0.097

Table 1: Subspace updates per 1000 instructions

races. Furthermore, adding a processor to a subspace is a
relatively safe operation which does not cause any conflict
with other operations on the page table entries. For exam-
ple, adding a wrong processor to a subspace will only reduce
filtering performance, since an extra unnecessary snooping
message will be sent to the processor.

After the page table entry is updated, the requesting pro-
cessor broadcasts subspace update messages to all the pro-
cessors in the current subspace. The requesting processor
can access the page only after it receives the acknowledg-
ments from all the other processors. Compared to a nor-
mal TLB fill process, a subspace add operation requires two
extra steps: i) firstly, it needs the execution of an atomic
read-modify-write to set the corresponding bit in the page
table entry. The operation may require a shared-to-modified
state change for the cache block of the page table entry. The
cacheline for the entry will be most likely in the local caches,
since the TLB fill operation brings it into the caches. ii) The
second step is to send TLB update messages to the other
processors in the subspace, and wait for the acknowledg-
ments. The latencies of each step are close to the latencies
of broadcasting cacheline invalidation requests and receiving
the acknowledgments.

Shrinking subspace can increase subspace updates, as it
can remove a processor prematurely from a subspace, incur-
ring subspace additions later. Unlike adding a new processor
to a subspace, removing a processor from a subspace during
shrinking is not on the critical path of TLB or cache miss
handling. Shrinking can be processed on the background, as
the delayed shrinking only increases unnecessary snoops.

5.1.4 Subspace update rates in applications
Table 1 presents the number of subspace updates per thou-

sand instructions. The second column shows the number of
subspace updates to add a new processor with the base sub-
space protocol. The base subspace snooping has a minor
number of subspace updates. FFT has 0.039 updates per 1k
instructions, and canneal, SPECjbb, and apache have 0.053,
0.091, 0.103 updates respectively. The rest of the applica-
tions have less than 0.01 updates per 1k instructions. The
result shows that subspace updates are very infrequent. The
third and fourth columns of Table 1 show the number of up-
dates for adding and removing a processor with the shrinking
support. An observation is that with shrinking, compared



Parameter Value

Processors 16/32 in-order SPARC core
L1 I/D cache 32KB, 4-way, 64B block, 2 cycle access latency
L2 cache 512KB, 8-way, 64B block, 12 cycle access latency
I-TLB L1 TLB: 16-entry, fully assoc. L2 TLB: 128-entry, 2-way
D-TLB L1 TLB: 16-entry, fully assoc. L2 TLB: 2 x 512-entry, 2-way
Main memory 4GB memory, 8KB pages
Bloom filter size 1024 entries, 7 bit counter
Coherence Token Coherence
On-chip Network 4x4, 4x8 2D mesh with 16B links, 4 cycle router pipeline

Table 2: Simulated system configurations

SPLASH-2 Dataset PARSEC Dataset Servers Dataset

barnes 65,536 particles blackscholes 16,384 options SPECjbb2k 16 or 32 warehouses
cholesky tk29.O canneal 200,000 elements Apache 160 simulated users
fft 4,194,304 points dedup 31MB data
fmm 65,536 particles ferret 64 queries, 13,787 images
lu 1024 x 1024 matrix fluidanimate 5 frames, 100,000 particles
ocean 514 x 514 grid swaptions 32 swpations, 10,000 simulations

vips 1 image, 2,336 x 2,336 pixels

Table 3: Application input data and parameters

to the base subspace, the subspace add rates are increased
almost by the same amount as the subspace shrink rates. It
means most of the shrunken pages are accessed again later
by the removed processors. The benchmark applications do
not have many coherence requests on the pages with obsolete
sharers in the subspace, making the shrinking mechanism in-
effective.

5.2 Integration to Coherence Protocols
Subspace snooping can be integrated to any type of snoop-

based coherence mechanisms, independent from underlying
network topologies and from coherence mechanisms. Sub-
space snooping always maintains the superset of precise shar-
ers in a subspace. This superset property allows subspace
snooping to be used with any snoop-based coherence proto-
cols without restriction.

Traditional snoop-based multiprocessors use a dedicated
request bus to broadcast snoop requests. The broadcast bus
can use various implementations, including physical buses,
fat trees, or rings [10, 22]. When a dedicated broadcast bus
is used for snoop requests, subspace snooping must send
requests to all nodes through the bus anyway, with sharer
vectors embedded in the requests. With this kind of fixed
broadcast buses, subspace snooping reduces snoop tag lookups,
although the network traffic cannot be reduced. However,
subspace snooping can reduce the network traffic, if the
broadcast network also supports multi-cast transmissions,
as proposed by Bilir et al [7].

Subspace snooping can be applied to snoop-based proto-
cols using packet-switched networks. In protocols like AMD
HyperTransport [11], a snoop request is sent to the home
node as an ordering point, and the home node broadcasts
snoop requests. With subspace snooping, the home node,
instead of broadcasting, can send requests only to the pro-
cessors in the subspace. Other designs provide snoop or-
dering without the indirection through home nodes. In-
Network Snoop Ordering provides snooping ordering on un-
ordered networks by maintaining logical orders among co-
herence messages at routers [12]. Token Coherence elimi-
nates the need for ordering by using tokens and persistent
requests [19].

5.3 Other Implementation Issues
Subspace snooping relies on address translation to find

subspaces. In this section, we discuss uncommon cases, by-
passing of address translation and aliasing.

Handling DMAs: Direct Memory Access (DMA) by IO
devices uses physical addresses without address translation
by TLBs. Therefore, the IO devices cannot know the sub-
space of a page. However, many IO DMAs occur only on un-
cacheable memory areas, which is not made cache-coherent
by hardware anyway. For the rest of DMA accesses on coher-
ent addresses, DMAs can access memory as if all pages are
fully shared. Delivering extra unnecessary snoop requests
does not break the correctness of subspace snooping, and
the DMA accesses are not frequent compared to other co-
herence transactions.

HW prefetchers: Hardware prefetchers are often trained
by physical address streams, and they issue prefetch requests
in physical addresses without address translation. Although
it is always possible to send prefetch requests as if they are
for fully shared pages, it can decrease the effectiveness of
subspace snooping, since prefetch requests are much more
frequent than DMA requests. There are two solutions to
this issue: 1) use virtual address-based prefetchers with ad-
dress translation, 2) add a map from a physical page number
(PPN) to the sharing states for prefetchers.

Page sharing across address spaces (page aliasing):
If the virtual pages of different address spaces are mapped to
the same physical page, subspace snooping may not track the
sharers correctly. A solution for correctness is to simply force
broadcast snoops for the aliased pages, overriding subspace
snooping. As the OS is always aware of such sharing and
able to mark it on the page tables, subspace snooping does
not cause any correctness problem.

6. EXPERIMENTAL RESULTS
To evaluate subspace snooping, we use Virtutech Sim-

ics [17], a full-system simulator, with a timing model from
the GEMS toolset [20]. The GEMS memory model is aug-
mented with the GARNET interconnection model [25]. Our
parallel workloads consist of applications from SPLASH-
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Figure 6: Snoop reduction with Token Coherence: 16 cores

2 [30] and PARSEC [6]. We also evaluate two commer-
cial workloads, SPECjbb2000 and Apache. Apache is a web
server workload with the Apache HTTP server, serving only
static web pages. The details of workload parameters are
shown in Table 3.

The simulated system is a 16-core CMP and each core is
an in-order SPARC processor with a private L2. Table 2
shows the system configurations of the simulated system.
We model 4x4 2D-mesh interconnection networks, with di-
mension ordered routing. We integrate subspace snooping
to Token Coherence (TokenB), including the impact of sup-
porting TLB coherence for subspace changes. Token coher-
ence uses persistent requests as a fallback mechanism, if nor-
mal transactions exceed the time-out limit. We do not apply
subspace snooping to the persistent requests to simplify our
integration with TokenB.

6.1 Snoop Reduction by Subspace Snooping
In this section, we present the snoop reduction by various

subspace snooping schemes. In a snoop-based coherence pro-
tocol, every coherence transactions generate snoop requests
to all the nodes, and each node must look up their cache tags
and send a response. In this section, we measure how many
snoops occurring in each node can be reduced by subspace
snooping. The dynamic power consumption of snoop tag
lookups is proportional to the snoop rate. It has been shown
that the power consumption of snoop tag lookups amounts
to a significant portion of L2 dynamic power consumption,
and as the number of cores increases, the power consumption
by snooping will increase [24]. Subspace snooping reduces
the snoop tag lookups, allowing the design of power-efficient
many-cores.

Figure 6 shows the snoop reduction rates of four configu-
rations: bi-space (8KB), bi-space (64B), subspace snooping
without shrinking, and subspace snooping with shrinking.
Bi-space (64B) is presented to show the result of ideal fil-
tering using only two states (private and shared), without
the negative effect of spatial aliasing. The rest of results use
8KB page granularity. The figure shows the reduction of
total number of snoops occurring at all the cores, compared
to the baseline TokenB protocol, which always broadcasts
snoop requests. The last bar of each application shows the
snoop reduction with an ideal protocol. In the ideal pro-
tocol, a requesting core always knows exactly which cores
have a copy of the cache block requested for the coherence
transaction, which is similar to a directory-based protocol.
The requesting core can send requests only to the precise
sharers.

Bi-space snooping has modest snoop reductions in several
applications. FFT has the highest reduction with bi-space
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Figure 7: Normalized network traffic: 16 cores
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Figure 8: Normalized execution times: 16 cores

(50%). Cholesky, fmm, lu, and ocean have 21-29% snoop re-
ductions by removing snoop requests for private pages. How-
ever, the rest of the applications have small reduction rates
of up to 15% with bi-space snooping. Although the memory
overhead of bi-space snooping is very small, its benefit is
modest or minor, and fine-grained subspaces are necessary
to further reduce snoops. Bi-space (64B), with average 22%
reduction on average, is slightly better than bi-space (8KB)
without spatial aliasing. However, the effect of spatial alias-
ing is not significant for bi-space snooping.

Using fine-grained subspaces, which can discern each shar-
ing node, improves bi-space significantly. On average, the
base subspace snooping without shrinking reduces snoops
by 40%, reducing 25% more snoops compared to the 14%
reduction of bi-space. The snoop reduction rates for scien-
tific workloads are generally higher than those of commercial
workloads, except for canneal and swaptions. FFT, lu, and
ocean are close to the ideal since the sharing patterns of
these workloads have most of the coherence transactions on
1-7 sharer pages.
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Figure 9: Snoop reduction with Token Coherence: 32 cores

Workloads not pinned pinned
blackscholes 43.1% 40.52%
canneal 1.3% 1.5%
fluidanimate 42.2% 82.0%
swpations 0.8% 0.6

Table 4: Snoop reduction by pinning threads to
physical cores

The snoop reduction rates with the PARSEC applications
are lower than those with the SPLASH-2 applications. Two
applications with the worst reduction rates are canneal and
swaptions. Canneal has very fine-grained sharing patterns,
where threads access small data items in a random pattern.
In such a fine-grained random sharing pattern, subspace
snooping cannot form a stable subspace with small num-
bers of sharers. However, the ideal protocol can reduce the
snoops by 92% for canneal. Canneal shows the inability of
subspace snooping to track precise sharers, if many proces-
sors access shared pages frequently, but only a small subset
of the processors have copies of the pages in their caches.
Swaptions also shows that most of the coherence trans-

actions occur on the pages shared by all the processors,
as shown in Figure 1. However, unlike canneal, even the
ideal protocol cannot reduce snoops effectively. Swaptions

has little communication among threads, but the majority
of misses occur for instruction fetching, as the instruction
working set does not fit in the private L2. Since the mem-
ory pages for instructions are shared by all the processors,
when a cache miss occurs for a core, most likely other cores
have the cache-line in their caches. However, for such read-
only data, the coherence protocol can be optimized not to
broadcast requests. Such optimization will be our future
work.

Another factor to reduce the effectiveness of subspace
snooping is unnecessary thread migrations. In Figure 6,
threads are not bound to physical cores for PARSEC. Among
the PARSEC applications, we picked four applications with
static thread allocation, and pinned threads to cores. The
performance actually improves slightly by binding threads to
cores. For the four applications, three applications, blacksc-
holes, canneal, and swaptions, do not improve snoop re-
ductions. However, fluidanimate improves the reduction
rate from 42% to 82% by pinning threads to cores. The
results show that if the operating system scheduler limits
thread migrations, the effectiveness of subspace snooping
can be improved significantly for certain applications.

The fourth bar of Figure 6 shows the snoop reduction rates
by the subspace shrinking mechanism. The results show the
shrinking mechanism can increase the reduction rate mod-

estly by 4% compared to the baseline subspace snooping.
The benefit of shrinking is small in the benchmarks we used.
As discussed in Section 5.1.4, in the benchmark applica-
tions, memory accesses to the pages with obsolete sharers
do not occur frequently enough to make shrinking effective.
One of the reasons for such small benefit of shrinking is the
relatively short execution cycles of the benchmark applica-
tions. For long-running applications, we believe the shrink-
ing mechanism will be necessary to mitigate the effect of
sharing pattern changes and thread migrations.

6.2 Network Traffic and Performance
In this section, we present the reduction of network traffic

by filtering snoop requests on a 4x4 mesh network. We also
show the performance improvement by the traffic reduction.

Network traffic: By reducing snoop requests at request-
ing cores, subspace snooping reduces the network traffic in
token coherence. Figure 7 shows the network traffic with
subspace snooping normalized to that with the base token
coherence. The three bars for each application show the net-
work traffic with TokenB, subspace, and shrinking, respec-
tively. For each bar, the traffic is divided into coherence,
data, persistent and subspace update requests. For TokenB,
72% of the total traffic is for coherence requests and ac-
knowelegements, and 28% is for data traffic. The traffic by
persistent requests is negligible. Subspace snooping reduces
only the coherence traffic.

With subspace snooping, FFT, lu, and ocean have about
50% less network traffic than TokenB. In canneal and swap-

tions, network traffic does not decrease, as requests are
mostly to fully shared pages. The average network traffic is
reduced by 25% without shrinking. Subspace shrinking re-
duces traffic only modestly. Except for blackscholes, most
of workloads have negligible traffic overheads for subspace
update messages, since subspaces are updated infrequently.
However, even in blackscholes, the subspace update mes-
sages increase the traffic by 2%.

The reduction of network traffic leads to both the power
reduction and performance improvement. The power con-
sumption of routers and links contributes to a significant
portion of the total chip power. Subspace snooping reduces
not only the network power, but also the power consump-
tion of tag lookups for snoops. Combining the two power
reduction effects leads to a significant on-chip power saving
for future many-cores.

Performance improvement: Figure 8 shows the nor-
malized execution times of three configurations. For cholesky,
FFT, and ocean, subspace reduces the execution times by 7-
8%. The average execution time is reduced by 4%. The per-
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Figure 10: Normalized network traffic: 32 cores
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Figure 11: Normalized execution times: 32 cores

formance improvement is modest as the benchmark appli-
cations do not consume the network bandwidth intensively,
and the network provides enough bandwidth even for To-
kenB. However, in this paper, we did not explore the perfor-
mance improvement by other benefits of subspace snooping.
For example, the reduced power consumption in the net-
works and snoop tag lookups allows the power budget to be
used for a better performance. The processor clock speed
can be increased using the saved power budget, or power-
limited performance features can be used more aggressively
using the budget. The traffic reduction can also allow nar-
row network links. The saved area with the narrow links can
be reused to increase cache or other prediction table sizes.

6.3 Evaluation for 32 Cores
Figure 9 presents the snoop reduction rates with 32 cores.

The results include a configuration, called cluster-subspace.
The cluster-subspace bar shows the snoop reduction when
only 16 bits are used in a page table entry for 32 cores. Ad-
jacent odd and even number cores are clustered. Due to the
limitation of simulation platform, 32-core results have a less
number of applications compared to 16-core results. The av-
erage snoop reduction rate is similar to the 16 core results.
On average, 34% of snoops are reduced by subspace snoop-
ing without shrinking. The reduced effectiveness of subspace
snooping with 32 cores is partly due to the increased snoops
by the kernel traffic. Clustering two cores does not signifi-
cantly reduce the effectiveness of subspace snooping.

Figure 10 shows the network traffic for 32 cores. The
first bar shows TokenB, and the second bar shows subspace
without shrinking. Compared to the 16 core results, the
portion of coherence traffic increases to 85% from 72% in
the 16 core configuration. Figure 11 presents the normalized
execution times for TokenB and subspace without shrinking.
Even though snoop reduction rates in 32 cores are slightly
less than those in 16 cores, the performance impact is higher

in 32 cores, since the coherence costs become more expensive
in 32 cores than in 16 cores.

7. CONCLUSIONS
In this paper, we proposed a novel coherence filtering tech-

nique called subspace snooping. Subspace snooping main-
tains the stable sharers (subspace) of a memory location in
the page table entry, and snoop requests are issued only to
the cores in the subspace. The proposed OS-based approach
is not dependent upon a particular type of network topolo-
gies or coherence mechanisms, and is not limited by the
hardware storage to trace the sharing states of commonly
accessed pages. By integrating to Token Coherence on un-
ordered networks, subspace snooping reduces snoops by 44%
and network traffic by 27%.

The execution cycle improvement by subspace snooping
was modest (4%), as the benchmark applications do not
stress the networks intensively in our configurations. The
performance gain would increase, as the bandwidth require-
ment increases with more demanding applications or differ-
ent system configurations (for example with less private L2
caches). We expect the snoop and network traffic reduc-
tion to allow increased clock speeds and better performance
features by exploiting the saved power and area budgets.

Shrinking subspaces dynamically leads to only a minor
improvement for the set of applications we used. With the
costs for bloom filters, and the added complexity for the un-
safe page table updates, shrinking does not seem to be very
useful for our benchmark applications. However, shrinking
will become important to support long running applications,
where sharing changes and thread migrations will occur. Im-
proving the shrinking mechanism will be our future work.
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